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Summary. — This article presents an overview of recent experiments performed
on water in the deeply supercooled region, a temperature region of fundamental
importance in the science of water. We report data of nuclear magnetic resonance,
quasi-elastic neutron scattering, Fourier-transform infrared spectroscopy and Ra-
man spectroscopy, studying water confined in nanometer-scale environments. When
contained within small pores, water does not crystallize and can be supercooled well
below its homogeneous nucleation temperature TH . On this basis it is possible to
carry out a careful analysis of the well known thermodynamical anomalies of water.
Studying the temperature and pressure dependencies of water dynamics, we show
that the liquid-liquid phase transition (LLPT) hypothesis represents a reliable model
for describing liquid water. In this model, water in the liquid state is a mixture of two
different local structures, characterized by different densities, namely the low density
liquid (LDL) and the high-density liquid (HDL). The LLPT line should terminate
at a special transition point: a low-T liquid-liquid critical point. We discuss the
following experimental findings on liquid water: (i) a crossover from non-Arrhenius
behavior at high T to Arrhenius behavior at low T in transport parameters; (ii)
a breakdown of the Stokes-Einstein relation; (iii) the existence of a Widom line,
which is the locus of points corresponding to a maximum correlation length in the
P -T phase diagram and which ends in the liquid-liquid critical point; (iv) the di-
rect observation of the LDL phase; (v) a minimum in the density at approximately
70K below the temperature of the density maximum. In our opinion these results
represent the experimental proofs of the validity of the LLPT hypothesis.
The entire basic science and technology community must be impressed by the fact
that few ideas (apparently elementary) developed around water about 27 centuries
ago, have changed up to now and can change in the future the way our knowledge is
developing.

PACS 00.00 – By the way, which PACS is it, the 00.00? GOK..
PACS ---.--- – . . . .

1. – Introduction

Water is certainly the most essential of all molecules on Earth. From the early stage
of knowledge, understanding the role of water in the many aspects of life represents
the most challenging problem in philosophy and thus in science. Four millennia ago,
Homer in the Iliad (Iliad XIV vv 201 and 244) considers water as the “Ocean”, the
big river that circumscribes and encircles the “fecund earth”and “from whom all the
gods proceed”. Later, around such an idea on water, as highlighted by Aristotle in the
first book of the Metaphysics (Metaph. A 3, 983 b 6 sgg.), the western philosophy was
born. In fact at the origin of philosophy there is the search of the “principle” of all
the things. A “principle” was initially conceived as a material element from which all
the things originally come to be and in which they are resolved at the end. Hence an
element (substance) is able to generate all the other things, while it remains unchanged.
Thales of Miletus (VIth cent. B.C.), known as the father of the geometry and commonly
considered the first philosopher of the western history, was the inventor of this form of
philosophy; a philosophy that seeks a material origin and identifies water as the principle
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element. Aristotle (and Theophrastus with him) gave justification of water as “principle”
of biology and thus of life by considering the Thales speculation (based only on the
everyday observation) that “water constituted the principle of all things”. Later with
Empedocles of Agrigentum (Vth cent. B.C.) water became one of the four fundamental
elements (or roots) that constitute all the cosmological reality: fire, air, earth, water.

Water is ubiquitous on the Earth; it is the substance of oceans, seas, lakes, rivers,
polar ice caps, glaciers and clouds. Every aspects of our daily lives is influenced or
controlled by water: life itself cannot exist without water. Water exists in many different
crystalline forms (about 13), many of them are stable in proper temperature-pressure
ranges and the others are metastable. Although the stable form of water at sufficiently
low temperatures is crystalline, inside the crystalline domains of stability, water can
also exist in the liquid form, when this occurs water is said to be supercooled. The
supercooled state is metastable (precarious equilibrium); simple perturbations, as little
dissolved impurities or gentle mechanical shaking, can trigger the sudden appearance of
the stable crystalline phase. Supercooled water occurs naturally in the form of small
droplets in clouds. If liquid water is cooled fast enough, freezing can be avoided and
water becomes a non-crystalline (amorphous) solid (i.e., a glass). Water can exist in two
different amorphous glass forms (water polyamorphism). The formation of glassy water
in a laboratory requires elaborated procedures, even though glassy water is considered
to be the most common form of water in the universe. It constitutes the bulk of matter
in comets, is thought to play a role in planetary activity and has been observed as a frost
in stellar dust. An example of unusual and counterintuitive properties of glassy water,
which are puzzling for scientists, is that when cooled it becomes more compressible and
when compressed is less viscous. In addition, when sufficiently cold it expands.

Despite the many centuries of research on water, and water based systems, its com-
plex and in some cases unusual properties, if compared with a normal liquid, are far
from being completely understood. Therefore, a scientific area, rich of intriguing per-
spectives at the borderline between physics, chemistry and biology, exists. From the
physical point of view, the description of the water properties is only possible by us-
ing the most sophisticated experimental methods and the theories of statistical physics.
These include the theories and methods developed to study critical and phase separation
phenomena, aggregation kinetics, clustering processes, constrained dynamics, polymers,
colloids, amphiphiles, liquid crystals, molecular motors, turbulence, systems with hier-
archical structures of dynamics and finally complex systems in general [1]. The same
approaches are used in the study of biological systems like proteins, enzymes, DNA, cells
and systems of modern advanced molecular biology [1]. These studies agree with the
intuitions of the Greek philosophers (at the basis of the actual knowledge) and highlight
that water and biology can be, in principle, related into a unified conceptual framework
providing a more or less coherent description of life phenomena and living systems.

However, the actual state of the art is that water poses a series of open problems
of fundamental interest in the chemical-physics of the contemporary condensed matter
subject. Examples are: the anomalies in its thermodynamical response functions, the
localization (or the existence) of its glass transition, the way in which it forms a glass,
the existence of a second critical point in a pure substance. All of these problems are of
great relevance in biology and if definitively clarified can open a way to have a deeper
comprehension of the many biological problems in which water plays the main role. Being
the anomalies localized below the water melting temperature the studies on water are
focused in its metastable states i.e., the supercooled regime and the two glassy states.

To start the present work, it is very important to focus our attention on water in-
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volved in biological phenomena. Water is generally associated with oceans, lakes, rivers,
reservoirs, aqueducts i.e.: the bulk water. Biological water, instead, is located in liv-
ing bodies, muscles, trees, plants, cells, membranes, proteins, soft matter etc. In these
conditions water may be located around surfaces, little cavities, bilayers, inside macro-
molecules, vesicles, emulsions, near specific chemical groups (hydration water). It is thus
distributed on surfaces or confined in microscopic or mesoscopic structures. On this
regard, an example of the complexity of water in biology is that of water-amphiphile sys-
tems. As it is well known, amphiphilic molecules are nearly linear molecules characterized
by a hydrophilic head and hydrophobic terminal groups that can organize into biologi-
cal membranes for example. When water is mixed with these systems, the competition
between hydrophilicity and hydrophobicity causes an entropy decrease that gives rise to
the build-up of micellar structures that, depending on variables such as temperature and
concentration, can assume different geometric forms (spheres, ellipsoids, cylinders, layers
and bilayers). In addition, hydrophobicity and hydrophilicity have different effects on the
water local structure; hydrophilicity enhances the water local order whereas hydropho-
bicity has opposite effects. On these bases it is intuitively evident that the complexity of
the physico-chemical phenomena is due to water when it hydrates biological structures
like, for example, proteins in which there are many hydrophilic and hydrophobic groups
distributed with some specific order inside the macromolecule. Hence, the following ques-
tions are of special interest: i) since biological water is a sort of confined water, is its
physics the same or different from that of bulk water? ii) does water drive the properties
of biological materials or are they basically independent from water? The aim of the
present work is to find an answer to both these questions in their respective order.

The first “mysterious”property of liquid water was observed 300 years ago [2]: al-
though most liquids contract as temperature decreases, liquid bulk water begins to ex-
pand when its temperature drops below 277K. Indeed, a simple kitchen experiment
demonstrates that the bottom layer of a glass of unstirred iced water remains at 277K
while colder layers of 273K water “float”on top (cf., Figure 1 of Ref. [3]). The myste-
rious properties of liquid bulk water become more pronounced in the supercooled region
below 273K (the melting temperature, Tm) [4-6].

A salient characteristic of liquid water at ambient pressure is that its thermody-
namic response functions (response of density ρ or of the entropy S to changes in
temperature T or pressure P ) increase sharply in magnitude upon cooling. As shown
in Figure 1, the increase begins at 319K for the isothermal compressibility (Fig-
ure 1a) KT = (∂ ln ρ/∂ lnP )T , at 308K for the isobaric specific heat (Figure 1b)
CP = T (∂S/∂T )P and at 277K for the magnitude of the thermal expansion coefficient
(Figure 1c) αP = −(∂ ln ρ/∂T )P . In particular, while the anomalies displayed by liquid
water are apparent above Tm, they become more striking as one supercools below Tm. In
fact, extrapolated from their values at moderately supercooled states, below the lowest
temperatures measurable, all these functions appear to diverge at a singular temperature
around TS = 228K [4, 7].

Each thermodynamic response function is associated with microscopic fluctuations.
For instance the isothermal compressibility is proportional to volume fluctuations (δV ):
KT =

⟨
(δV )2

⟩
/kBTV , where V is the mean value of the fluctuating volume for a fixed

number of molecules, kB is the Boltzmann’s constant; at the same time CP is pro-
portional to the entropy fluctuations at fixed pressure: CP =

⟨
(δS)2

⟩
/kB and αP =

⟨δSδV ⟩ /kBTV reflects the entropy and volume cross-correlations. If compared with
typical liquids, for which density and entropy fluctuations become smaller as the temper-
ature decreases, in water the fluctuations of these quantities become more pronounced
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Fig. 1. – Examples of water’s thermodynamic anomalies. Dependence on temperature of (a)
the isothermal compressibility KT , (b) the isobaric specific heat Cp and (c) the coefficient of
thermal expansion αp. The behavior of water is indicated by the solid line; that of a typical
liquid by the dashed line. The anomalous thermodynamics and fluctuations of liquid water are
apparent above the melting temperature Tm and they become more striking as one supercools
below Tm.

the lower the temperature. Volume and entropy fluctuations in most liquids are posi-
tively correlated: an increase in volume results in a corresponding increase in entropy.
In water for T < 277K, δS and δV are anti-correlated, thus an increase in volume brings
about an entropy decrease.

The microscopic origin of these anti-correlations, that become increasingly pronounced
in the supercooled state, lies in the tetrahedral symmetry of the local order around each
water molecule. As water is cooled, the closest neighbors begin to order, via the hydro-
gen bonding (HB) interaction, gradually taking on the local four-coordinated geometry
appropriate for the structure of water molecule, with its two positively charged lobes
containing the protons and with its two lone pairs of electrons. HB is the non-covalent
interaction between an electro-positive hydrogen atom on one molecule and an electroneg-
ative oxygen atom on another molecule. In water, HB favors local tetrahedral symmetry.
Hence, in ordinary ice, each water molecule has four nearest neighbors and acts as a
hydrogen donor to two of them and as a hydrogen acceptor from the other two. These
nearest neighbors are located near the vertices of a regular tetrahedron surrounding the
central oxygen atom. The H-O-H bond angle of an isolated water molecule, 104.5◦, is in
fact very close to the tetrahedral angle 109.5◦. Whereas solid crystalline water (ice) is a
permanent tetrahedral network held together by hydrogen bonds, liquid water’s tetrahe-
drality is local and transient. Regions of local tetrahedral order possess a larger specific
volume than the average-unlike region of, say, local close-packed order. The entropy, on
the other hand, always decreases upon cooling, because the specific heat is, of necessity,
positive. As T decreases, the local specific volume increases due to the progressive in-
crease in tetrahedral order. Thus the entropy and volume can become anti-correlated,
and αp can become negative. Other liquids with local tetrahedral symmetry, such as
silica, display the same property.

When water is sufficiently cold, its diffusivity increases and its viscosity decreases
upon compression. Pressure disrupts the tetrahedral HB network, and the molecular
mobility consequently increases. In contrast, compression of most other liquids leads to
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a progressive loss of fluidity as molecules are squeezed closer together. The anomalous
pressure dependence of water’s transport coefficients [4-6] occurs below about 306K for
the viscosity and below about 283K for the diffusivity, and persists up to pressures of
around 2kbar. One qualitative physical explanation of this anomalous pressure depen-
dence is the Le Chatelier’s principle: ”when a thermodynamic system is at equilibrium
and external conditions are altered, the equilibrium will adjust so as to oppose the im-
posed change”. In water the significant large-volume clustering in the supercooling region
under pressure will be strongly altered: clusters will be reduced in size and number, so
water will become more like a normal liquid. Recent studies on diffusion show that, as the
temperature approaches the supercooled region, motion becomes increasingly complex.
Simulations in particular show that during a randomly selected psec time interval most
of water molecules are confined or “caged” by the HB network. Only a small fraction
of the caged molecules is able to break out of their cages. Rather than being isolated,
these newly freed molecules appear to form clusters not altogether unlike the dynamic
heterogeneities that are believed to be distinguishing features of supercooled liquids in
general [5]. Thus in the supercooled state water is both spatially and dynamically het-
erogeneous.

Figure 2 gives a schematic illustration of different temperature domains, at atmo-
spheric pressure, of H2O. In Figure 2, Tm is the melting temperature line, and TH
represents the homogeneous nucleation temperature line, whereas Tmd corresponds to
the temperature line of maximum density for bulk water. One domain is stable; the
others are metastable. All the indicated values are experimentally observed, except the
number denoted TS which is a fitting parameter that emerges from assuming the exis-
tence of a power-law singularity in measured thermodynamic response (the isothermal
compressibility KT [4, 7]) functions. The region between the homogeneous nucleation
curve TH(P ) and the crystallization curve TX(P ) is a kind of No-Man’s-Land, as ex-
periments on the liquid phase cannot be performed. The temperatures denoted 60◦C,
46◦C, 20◦C and 4◦C indicate the onset of anomalies in the sound velocity, isothermal
compressibility, shear viscosity, and density, respectively. TB is the boiling temperature
and Tg the glass transition temperature. Water can also exist in a glassy form at the
lowest temperatures.

Depending on T and P , water has two amorphous (glassy) phases with different
structures: a low (LDA) and a high (HDA) density amorphous ice; thus it shows a
polyamorphism. LDA can be formed from HDA and vice versa; LDA if heated, undergoes
a glass-to-liquid transition transforming into a highly viscous fluid, then crystallizes into
cubic ice at TX = 150K [8-10].

Water, like any liquid, can be heated above its boiling point without undergoing a
phase transition. The attainable temperature of such superheating is controlled by the
rate of nucleation, and is about 553K at atmospheric pressure, 180K above the boil-
ing point. Kinetics also controls the attainable extent of supercooling. At atmospheric
pressure, it is possible to supercool water to its homogeneous nucleation temperature
TH ≈ 231K, at which the nucleation rate suddenly becomes very large. Thus the tem-
perature range over which water can exist as a liquid (231 − 553K) is more than three
times larger than the normal stability range (273 − 373K). Limits of super -cooling or
-heating, being kinetic in nature, are not absolute. They can be bypassed provided that
the observation time is shorter than the nucleation one.

Thus an experimentally inaccessible T region exists in bulk water between TH and
TX . This interval between the glassy and liquid phase of water is a frontier domain
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Fig. 2. – Schematic illustration of different temperature domains, at atmospheric pressure, of
H2O. Tm is the melting temperature line, TH represents the homogeneous nucleation tem-
perature line, whereas Tmd corresponds to the temperature line of maximum density for bulk
water. Only one domain is stable, the others are metastable. All the indicated values are exper-
imentally observed, except the value denoted TS obtained by fitting, with a power-law, data of
a measured thermodynamic response (the isothermal compressibility KT [4, 7]) function. The
region between the homogeneous nucleation curve TH(P ) and the crystallization curve TX(P )
is a kind of No-Man’s-Land, as experiments on the liquid phase cannot be performed. The
temperatures denoted 60◦C, 46◦C, 20◦C and 4◦C indicate the onset of anomalies in the sound
velocity, isothermal compressibility, shear viscosity, and density, respectively. TB is the boiling
temperature and Tg the glass transition temperature.

whose experimental exploration is a key to a full understanding of metastable water.
The observation of liquid bulk water in this experimental range is challenging regardless
of whether one attempts to enter the no man’s land by cooling liquid water or by heat-
ing glassy water [6]. Supercooling is challenging because the nucleation time becomes
extremely short below TH . In the 140 − 150K range, water’s extremely large viscosity
causes the nucleation rate to slow-down, allowing in principle much longer observation
times; however, if one heats glassy water, it crystallizes at about 150K(TX). Figure 3
illustrates the amorphization process that reveals the transition from the HDA to the
LDA phase, and finally from LDA to the cubic ice Ic [10].

Glasses are non-equilibrium materials, so their physical properties depend on the pro-
cess used to make them and, in principle, different glassy forms can be obtained by follow-
ing different preparation protocols. It is thus not surprising that water can have different
glassy phases. However, water is unusual in that the transformation between different
forms can be sharp and reversible and is accompanied by large changes in fundamental
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Fig. 3. – The water amorphization process that reveals the transition from the HDA to the LDA
phase, and from the LDA to the cubic ice Ic [10].

physical properties such as the density, a behavior suggestive of a thermodynamic phase
transition. Two forms of glassy water, which correspond to two different local tetrahedral
arrangements, have been extensively studied: low-density and high-density amorphous
ice (LDA and HDA respectively). The first form was discovered 60 years ago [11], while
the second in 1984 [8,9,12]. HDA has a structure similar to that of high-pressure liquid
water, suggesting that HDA may be a glassy form of high-pressure water [13,14], just as
LDA may be a glassy form of low-pressure water. Recently, very-high-density amorphous
ice (VHDA) has been proposed as a new, distinct form of glassy water [15, 16]. Water
has thus at least two different amorphous solid forms, a phenomenon called polyamor-
phism [10, 17-22], and recently additional forms of glassy water have been the focus of
active experimental and computational investigations [15, 16, 23-29]. The glassy states
differ in structure as revealed by neutron scattering, X-ray diffraction and Raman spec-
troscopy, and in thermodynamical properties such as density. Different routes to the
formation of glassy water are possible. HDA is formed by pressure-induced amorphiza-
tion of ordinary ice (ice Ih), compression of LDA, rapid cooling of emulsified liquid water
at high pressure, or constant-volume (isochoric) heating of VHDA. LDA is formed by
rapid cooling of water vapor or liquid water after annealing. It is also formed by heating
decompressed HDA or VHDA. VHDA is formed by annealing HDA at high pressure.
All of these processes are irreversible, whereas a reversible route is the transformation
between LDA and HDA by pressure cycling at about 135K and 2kbar.

The commonly accepted value for water’s glass transition temperature at ambient
pressure is Tg = 136K (assigned to the LDA glass transition). Increasing the temperature
leads to the formation of very viscous liquid water and crystallization to cubic ice at 150K.
An alternative suggestion is that Tg is located at a different temperature value [30, 31];
however this reassignment has been controversial. Due to the importance of this subject,
we will discuss the glass-transition temperature location and its interpretation in a next
section.
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2. – Current Hypotheses

Many classic “explanations” for the mysterious behavior of liquid bulk water have
been developed [32-37], including a simple two-state model dating back to Röntgen [38]
and a clathrate model dating back to Pauling [39]. However a coherent picture of the
thermodynamics of metastable water should clarify the following arguments:

a) the anomalous behavior in the thermodynamical parameters in the supercooled
region: i.e., the sharp increase in isothermal compressibility, the isobaric specific
heat, and the magnitude of the thermal expansion coefficient;

b) properties and nature of the transition between the two glassy phases LDA and
HDA;

c) the proper relationships between supercooled and glassy water.

Three hypotheses, that can rationalize these experimental observations, are under
current discussion:

(i) The stability limit conjecture [40], which assumes that the spinodal temperature
line Tsp(P ) between two liquids with different densities in the pressure-temperature
(P − T ) phase diagram connects at negative P to the locus of the liquid-to-gas
spinodal for superheated bulk water. Liquid water cannot exist when cooled or
stretched beyond the line Tsp(P ).

(ii) The singularity-free scenario [41], which considers the possibility that the observed
polyamorphic changes in water resemble a genuine transition, but is not. For ex-
ample, if water is a locally-structured transient gel comprised of molecules held to-
gether by hydrogen bonds whose number increases as temperature decreases [42-44],
then the local “patches” or bonded sub-domains [45, 46] lead to enhanced fluctu-
ations of specific volume and entropy and negative cross-correlations of volume
and entropy whose anomalies closely match those observed experimentally. In this
scenario the amorphous states are the corresponding vitreous forms of the low-
density liquid (LDL) and high-density liquid (HDL). Upon supercooling, the re-
sponse functions increase sharply but remain finite displaying pronounced maxima
with respect to temperature. The transition between LDA and HDA is contin-
uous. Because sharp maxima in the response functions imply large changes in
entropy and volume, the transition between LDA and HDA is predicted to occur in
a narrow interval of temperature and pressure that is difficult to distinguish exper-
imentally from a true line when glassy phases are involved. In this viewpoint the
increase in response functions upon supercooling is not a reflection of an underlying
singularity but the inevitable consequence of the existence of a line along which
water’s thermal expansion coefficient vanishes. In this singularity-free scenario, the
fluctuations between LDL and HDL remain finite, and the predicted density and
enthalpy changes, along any thermodynamic path, remain continuous. Diffraction
measurements during the LDA-HDA transition have been interpreted as consistent
with the possibility of a continuous transition [24].

(iii) The liquid-liquid phase transition (LLPT) hypothesis [47] arose from MD studies
on the structure and equation of state of supercooled bulk water. According to this
model the transition between LDA and HDA is a low temperature manifestation of
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a first-order transition between two phases of liquid water: low-density liquid (LDL)
and high-density liquid (HDL); LDA and HDA are, also in this hypothesis, simply
their corresponding vitreous forms. The transition terminates at a liquid-liquid
(LL) critical point. Below this hypothesized second critical point (C ′) the liquid
phase separates thus into two distinct liquid phases: a low-density liquid (LDL)
phase at low pressures and a high-density liquid (HDL) at high pressure (Figure
4). Bulk water near the known critical point at 647K is a fluctuating mixture
of molecules whose local structures resemble the liquid and gas phases. Simi-
larly, bulk water near the hypothesized LL critical point is a fluctuating mixture
of molecules whose local structures resemble the two phases, LDL and HDL. The
“critical fluctuations” that are enhanced well above the critical temperature influ-
ence the properties of liquid bulk water, thereby leading to the observed anomalous
behavior (dramatic increase) in quantities such as the isothermal compressibility,
isobaric specific heat, and thermal expansion coefficient. This second low-T liquid-
liquid critical point, C ′, is predicted by the theory to be located at TC′ ≈ 200K,
PC′ ≈ 1kbar [48].

The third approach has received support from various theoretical studies. The exother-
mic nature of the changes involved in going from HDA to LDA implies that HDA has
a greater entropy. According to the Clausius-Clapeyron relation, which connects the
slope of the coexistence curve to the entropy and volume changes of the phase transi-
tion, for a transition in which a denser phase is more disordered, the coexistence line
has a negative slope in the P − T plane. The second LL critical point thus would occur
at the low-pressure, high-temperature end of the LDA-HDA equilibrium locus (Figure
4) [49-57].

In both the last two scenarios (singularity free and LLPT), the amorphous states are
smoothly connected to the liquid states. In the LLPT picture, LDL is smoothly con-
nected to LDA, HDL to HDA, and, at sufficiently low temperatures and high pressures,
discontinuous LDA-HDA transition occurs. In the singularity free picture, the LDL-
LDA and HDL-HDA connections are also smooth, but no discontinuity exists between
LDA and HDA. The continuity of states between supercooled and glassy water has been
verified by calorimetry, neutron diffraction and computer simulation.

However, in all the proposed scenarios from a structural point of view, the key role is
played by the local HB interaction pattern having a tetrahedral geometry. In the liquid
state this HB network governs the overall structure and dynamics of water.

Further, the LLPT approach suggests to focus careful interest on the so called Widom
line, i.e., the locus of the maximum correlation length [58-60]. The existence of a critical
point induces large fluctuations in a region that extends to temperatures and pressures
far away in the phase diagram. For example, experiments show that the effect of the
gas-liquid critical point C on the thermodynamic response functions is evident even at a
temperature twice as high than the critical one. A similar behavior is expected also for the
hypothesized critical point C ′. Above TC′ the thermodynamic response functions have
an extreme (minimum or maximum) at the Widom line. On decreasing T , the Widom
line converges to the critical point, where the correlation length diverges together with
the response functions. Therefore, along the Widom line, the response functions show
extremes and finally diverge at the critical point. Since far above a critical point the
maxima of correlation length and the extremes of response functions become smooth
and flat, the Widom line is broadened in a region whose size increases at higher T . As a
consequence, different response functions show extremes along different lines, all around
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Fig. 4. – Detailed version of the projection onto the P −T plane of the equilibrium V = V (P, T )
surface. The phase relations between liquid water, LDL, HDL, LDA and HDA: C and C’ denote
the known critical point and the hypothesized ‘second’ critical point, respectively. It is also
reported the line of first-order phase transition that emanates from C’ and separates the high-
density and low-density phases that occur for temperatures below TC′ .

the Widom line and all converging at the critical point.

Up to few years ago, the phase diagram reported in Figure 4, together with the fash-
ioning physical scenario proposed by the LLPT hypothesis (and in particular the Widom
line), especially for the experimental difficulties to explore the No Man’s Land, remained
only hypothesized, but not completely proved. The power-law approach, considered for
many years to explain water singularities, corresponds to the extension of a first-order
transition line beyond the critical point. Thus, the thermodynamic response functions,
when experimentally approaching the Widom line, should behave as though they are go-
ing to diverge with critical exponents, but do not. However, computer simulations, using
tried and tested models for liquid water, confirm the broad features of this proposed
phase diagram [61].

2
.
1. Selected Experimental Results. – Many precise experiments have been per-

formed to test the various hypotheses discussed in the previous section, but there is as
yet no widespread agreement on which physical picture, if any, is correct. The connection
between liquid water and the two amorphous ices predicted by the LLPT hypothesis is
difficult to prove experimentally because supercooled water freezes spontaneously below
the homogeneous nucleation temperature TH , and amorphous ice crystallizes above the
crystallization temperature TX [62-64]. Crystallization makes experimentation on the
supercooled liquid state between TH and TX almost impossible. However, comparing



12 F. MALLAMACE ET AL.

experimental data on amorphous ice at low temperatures with that of liquid water at
higher temperatures, allows an indirect discussion of the relationship between the liquid
and amorphous states. It is found from neutron diffraction studies [14] and simulations
that the structure of liquid water changes toward the LDA structure when the liquid is
cooled at low pressures and changes toward the HDA structure when cooled at high pres-
sures, which is consistent with the LLPT hypothesis [14]. The amorphous states (LDA
and HDA) are presently considered to be smoothly connected thermodynamically to the
liquid state if the entropies of the amorphous states are small [65,66], and experimental
results suggest that their entropies are indeed small [67].

In principle, it is possible to investigate experimentally the liquid state in the region
between TH and TX during the extremely short time interval before the liquid freezes
to crystalline ice [10, 64, 68]. Because high-temperature liquid bulk water becomes LDA
without crystallization when it is cooled rapidly at one bar [20, 69], LDA appears di-
rectly related to liquid water. A possible connection between liquid bulk water at high
pressure and HDA can be seen when ice crystals are melted using pressure [10]. Other
experimental results [64] on the high-pressure ices [37, 70] that might demonstrate a LL
first-order transition in the region between TH and TX have been obtained.

2
.
2. Selected Results from Simulations. – Water is challenging to simulate be-

cause it is a molecular liquid and there is presently no precise yet tractable intermolecular
potential that is universally agreed on. Nevertheless there are some distinct advantages
of simulations over experiments. Experiments cannot probe the “No-Man’s Land” that
arises in bulk water from homogeneous nucleation phenomena, but simulations have the
advantage that they can probe the structure and dynamics well below TH since nucle-
ation does not occur on the time scale of computer simulations. Of the three hypotheses
above, the LLPT hypothesis is best supported by simulations, some using the ST2 po-
tential which exaggerates the real properties of bulk water, and others using the SPC/E
and TIP4P potentials which underestimate them [47, 71-75]. Recently, simulations have
begun to appear using the more reliable TIP5P potential [61,76,77]. The precise location
of the LL critical point is difficult to obtain since the continuation of the first order line
is a locus of maximum compressibility [71,72,74].

Further, computer simulations may be used to probe the local structure of water.
At low temperatures, many water molecules appear to possess one of two principal local
structures, one resembling LDA and the other HDA [47,71,73,78]. Experimental data can
also be interpreted in terms of two distinct local structures [79-81]. Figure 5 represents
a MD snapshot of LDL and HDL phases coexisting and separating in liquid water. The
subset of water molecules in the left panel have a smaller local density than the average,
whereas the one reported in the right panel have a larger local density [6].

3. – Understanding “Static Heterogeneities”

The systems in which water can be confined are diverse, including the rapidly-
developing field of artificial “nanofluidic” systems (man-made devices in the order of
nanometer or less that convey fluids). Among the special reasons for our interest in con-
fined water is that phenomena occurring at a given set of conditions in bulk water, occur
under perturbed conditions for confined water [82-95]. For example, the coordinates
of the hypothesized LL critical point lie in the experimentally inaccessible No-Man’s
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Fig. 5. – Molecular dynamics ‘snapshots’ of LDL and HDL, coexisting and separating in liquid
water. The subset of water molecules identified in the left panel have a smaller local density
than the average, while those shown in the right panel have a larger local density [6].

Land of the bulk water phase diagram, but appear to lie in an accessible region of the
phase diagrams of both two-dimensionally and one-dimensionally confined water [96,97].
Simulations have been carried out to understand the effect of purely geometrical confine-
ment [98-104] and of the interaction with hydrophilic [105-109] or hydrophobic [110-113]
surfaces. It is interesting also to study the effects that confinement may have on the
phase transition properties of supercooled water [103], in order to clarify the possible
presence of a LLPT in water. A recent work on the phase behavior of confined water
suggests a sensitive dependence on the interaction with the surfaces [112], as a LLPT
appears to be consistent with simulations of water confined between two parallel flat
hydrophobic walls [101]. Progress is made to extend this work to hydrophilic pores, such
as those in Vycor glasses or biological situations, and to hydrophobic hydrogels, systems
of current experimental interest [100,101,114-128].

3
.
1. Potentials with Two Characteristic Length Scales: Physical Argu-

ments. – A critical point appears if the pair potential between two particles of the
system exhibits a minimum, and Figure 6a sketches the potential of such an idealized
system. At high temperature, the system’s kinetic energy is so large that the potential
well does not have an effect, and the system is in a single “fluid” (or gas) phase. At
low enough temperature (T < TC) and large enough pressure (P > PC), the fluid is
sufficiently influenced by the minimum in the pair potential that it can condense into the
low specific volume liquid phase. At lower pressure (P < PC), the system explores the
full range of distances, the large specific volume gas phase.

If the potential well has the form shown in Figure 6b, the attractive potential well of
Figure 6a is now bifurcated into a deeper outer sub-well and a more shallow inner sub-
well. Such a two-minimum (“two length scale”) potential can give rise to the occurrence
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Fig. 6. – (a) Idealized system characterized by a pair interaction potential with a single attractive
well. At low enough T (T < TC) and high enough P (P > PC), the system condenses into the
“liquid” well shown. (b) Idealized system characterized by a pair interaction potential whose
attractive well has two sub-wells, the outer of which is deeper and narrower. For low enough T
(T < TC′) and low enough P (P < PC′), the one-phase liquid can “condense” into the narrow
outer “LDL” sub-well, thereby giving rise to a LDL phase, and leaving behind the high-density
liquid phase occupying predominantly the inner subwell. (c) Two idealized interaction clusters
of water molecules in configurations that may correspond to the two sub-wells of (b).

at low temperatures of a LL critical point at (TC′ , PC′) [129]. At high temperature, the
system’s kinetic energy is so large that the two sub-wells have no appreciable effect on
the thermodynamics and the liquid phase can sample both sub-wells. However, at low
enough temperature (T < TC′) and not too high pressure (P < PC′), the system must
respect the depth of the outer sub-well so the liquid phase “condenses” into the outer
sub-well (the LDL phase). At higher pressure it is forced into the shallower inner sub-well
(the HDL phase).

The above arguments concern the average or “thermodynamic” properties, but they
may also be useful in anticipating the local properties in the neighborhood of individual
molecules [130]. Consider, again, an idealized fluid with a potential of the form of Figure
6a and suppose that T is, say, 1.2 TC so that the macroscopic liquid phase has not yet
condensed out. Although the system is not entirely in the liquid state, small clusters of
molecules begin to coalesce into the potential well, thereby changing their characteristic
interparticle spacing (and hence their local specific volume) and their local entropy, so
the fluid system will experience spatial fluctuations characteristic of the liquid phase even
though this phase has not yet condensed out of the fluid at T = 1.2 TC . Specific volume
fluctuations are measured by the isothermal compressibility and entropy fluctuations by
the constant-pressure specific heat, so these two functions should start to increase from
the values they would have if there were no potential well at all. As T decreases toward
TC , the magnitude of the fluctuations (and hence of the compressibility and the specific
heat) increases monotonically and in fact diverges to infinity as T → TC . The cross-
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fluctuations of specific volume and entropy are proportional to the coefficient of thermal
expansion, and this (positive) function should increase without limit as T → TC .

Consider an idealized fluid with a potential of the form of Figure 6b, and suppose
that T is now below TC but is 20 percent above TC′ , so that the LDL phase has not
yet condensed out. The liquid can nonetheless begin to sample the two sub-wells and
clusters of molecules will begin to coalesce in each well, with the result that the liquid
will experience spatial fluctuations characteristic of the LDL and HDL phase even though
the liquid has not yet phase separated. The specific volume fluctuations and entropy
fluctuations will increase, and so the isothermal compressibilityKT and constant-pressure
specific heat Cp begin to diverge. Moreover, if the outer well is narrow, then when a
cluster of neighboring particles samples the outer well it has a larger specific volume
and a smaller entropy, so the anti-correlated cross-fluctuations of specific volume (the
isothermal expansion coefficient αp) is now negative, and approaching −∞ as T decreases
toward TC′ .

Now, if by chance the value of TC′ is lower than the value of TH , then the phase
separation discussed above would occur only at temperatures so low that the liquid
would have frozen! In this case, the “hint” of the LL critical point C’ is the presence of
these local fluctuations whose magnitude would grow as T decreases, but which would
never actually diverge if the point C’ is never actually reached. Thermodynamic functions
would be observed experimentally to increase as if they would diverge to ∞ or −∞ but
at a temperature below the range of experimental accessibility.

However, also considering a complex (and unknown) nonlinear potential between wa-
ter molecules, the tetrahedrality of water dictates that the outermost well corresponds to
the ordered configuration with lower entropy. Thus, although we do not know the actual
form of the intermolecular potential in bulk water, it is not implausible that the same
considerations apply as those discussed for the simplified potential of Figure 6b. Indeed,
extensive studies of such pair potentials have been carried out recently and the existence
of the LL critical point has been demonstrated in such models [51,52,54-57,131-138].

More concrete and plausible conclusions are obtained with a bifurcated potential well
of the form of Figure 6b, considering that one can crudely approximate water as a col-
lection of 5-molecule groups called Walrafen pentamers (Figure 6c) [80]. The interaction
strength of two adjacent Walrafen pentamers depends on their relative orientations. The
first and the second energy minima of Figure 6b correspond to the two configurations
of adjacent Walrafen pentamers with different mutual orientations (Figure 6c).

The two local configurations (1 and 2) in Figure 6c are (i) a high-energy, low specific
volume, high-entropy, non-bonded state (1), or (ii) a low-energy, high specific volume,
low-entropy, bonded state (2). The difference in their local structure resembles the
difference in the local structure between a high-pressure crystalline ice (such as ice VI or
ice VII) and a low-pressure crystalline ice (such as ice Ih) [37] (Figure 6c).

The region of the P−T plane along the line continuing from the LDL-HDL coexistence
line extrapolated to higher temperatures above the second critical point is the locus of
points where the LDL, on the low-pressure side, and the HDL, on the high-pressure side,
are continuously transforming. This is called the Widom line and is defined to be the
locus of points where the correlation length is maximum. Near this line, two different
kinds of local structures, having either LDL or HDL properties, “coexist” [78, 139, 140].
The entropy fluctuations are largest near the Widom line, so here CP shows a maximum,
displaying a λ-like appearance [141]. The increase in CP [66] resembles the signature of a
glass transition as suggested by mode-coupling theory [142-144] . Careful measurements
and simulations of static and dynamic correlation functions [139,145-148] may be useful
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in determining the exact nature of the apparent singular behavior near 220K.

3
.
2. Potentials with Two Characteristic Length Scales: Tractable Models. –

The above discussion is consistent with the possible existence of two well-defined classes
of liquids: simple and water-like. The former interacts via spherically-symmetric non-
softened potentials and do not exhibit thermodynamic or dynamic anomalies. One can
calculate translational and orientational order parameters (t and q), and project equilib-
rium state points onto the (t, q) plane thereby generating what is termed the Errington-
Debenedetti (ED) order map [46,149]. In water-like liquids, interactions are orientation-
dependent; these liquids exhibit dynamic and thermodynamic anomalies, and their ED
“order map” is in general two-dimensional but becomes linear (or quasi-linear) when the
liquid exhibits structural, dynamic or thermodynamic anomalies.

Hemmer and Stell [150] showed that in fluids interacting via pairwise-additive, spherically-
symmetric potentials consisting of a hard core plus an attractive tail, softening of the
repulsive core can produce additional phase transitions. This pioneering study elicited a
considerable body of work on so-called core-softened potentials which can generate water-
like density and diffusion anomalies [133-138, 150-160]. This important finding implies
that strong orientational interactions, such as those that exist in water and silica, are
not a necessary condition for a liquid to have thermodynamic and dynamic anomalies.

A softened-core potential has been used [129] to explain the iso-structural solid-solid
critical point present in materials such as Cs and Ce, for which the shape of the effective
pair potential obtained from scattering experiments is “core-softened” [5, 129, 153, 161-
163]. Analytical work in 1D suggested a LLPT, and the existence at T = 0 of low and
high density phases. Recent work using large-scale MD simulations reported anoma-
lous behavior in 2D as well [153, 155]. Furthermore, in 3D a squared potential with a
repulsive shoulder and an attractive well displays a phase diagram with a LL critical
point and no density anomaly [133-136, 164-166]. The continuous version of the same
shouldered attractive potential showed not only the LL critical point, but also the den-
sity anomaly [137, 138]. The soft-core potential was used to investigate the relationship
between configurational entropy Sconf and diffusion coefficient D. Recent work using the
SPC/E potential [166] suggested that the temperature-density dependence of S conf may
correlate with D, and that the maximum of Sconf tracks the density maxima line.

Two questions arise naturally from this emerging taxonomy of liquid behavior. First,
is structural order in core-softened fluids hard-sphere or water-like? Second, is it possible
to seamlessly connect the range of liquid behavior from hard spheres to water-like by a
simple and common potential, simply by changing a physical parameter?

In recent works, Yan et al. [167-169] used a simple spherically-symmetric “hard-core
plus ramp” potential to address the first question. They found that this core-softened po-
tential, with two characteristic length scales, not only gives rise to water-like diffusive and
density anomalies, but also to an ED water-like order map, implying that orientational
interactions are not necessary in order for a liquid to have structural anomalies. They
investigated the evolution of dynamic, thermodynamic and structural anomalies, using
the ratio λ of hard core and soft core length scales as a control parameter. They intended
to show that the family of tunable spherically-symmetric potentials so generated evolves
continuously between hard sphere and water-like behavior; the aim was to demonstrate
that essential aspects of the wide range of liquid behavior encompassed by hard spheres
and tetrahedrally-coordinated network-formers can be systematically traversed by vary-
ing a single control parameter. They studied the equation of state, diffusion coefficient,
and structural order parameters t and q. The calculations seem to reveal a negative
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thermal expansion coefficient (static anomaly) and an increase of the diffusion coefficient
upon isothermal compression (dynamic anomaly) for 0 ≤ λ < 6/7. As in bulk water, the
regions where these anomalies occur are nested domes in the (T, ρ) or (T, P ) planes, with
the “thermodynamic anomaly dome” contained within the “dynamic anomaly dome.”
The ED order map evolves from water-like to hard-sphere-like upon varying between
4/7 and 6/7. Thus, the range of liquid behavior encompassed by hard spheres (λ = 1)
and water-like (λ ∼ 4/7) was traversed by simply varying the ratio of hard to soft-core
diameters.

To establish whether a ratio of competing length scales close to 0.6 is generally asso-
ciated with water-like anomalies in other core-softened potentials new measurements are
needed , e.g. achieving two characteristic length scales by using a linear combination of
Gaussian [170] potentials of different widths.

Motivated by the need to better understand the phenomenon of liquid polyamor-
phism [171-173], a systematic study was carried out on the effects of λ and the ratio
of characteristic energies on the existence of a LL transition, the positive or negative
slope of the line of first-order LL transition in the (P, T ) plane, and the relationship, if
any [133,134], between the LL transition and density anomalies. Calculations were per-
formed in parallel for both confined and bulk water. In that case a spherically symmetric
potential with two different length scales called the Jagla potential with both attractive
and repulsive parts was used. [133-137,151-156,161]. The potential is defined as

U(r) =


∞ for r < a

UA + (UA − UR)(r − b)/(b− a) for a < r < b
UA(c− r)/(c− b) for b < r < c,

0 for r > c

where UR = 3.5U0 is the repulsive energy, UA = −U0 is the attractive part, a is the
hard core diameter, b = 1.72a is the well minimum, and c = 3a is the cutoff at large
distance (see Figure 7).

Using properly this ’two scale’ potential in molecular dynamics simulations [133-137,
153-156], it has been observed a liquid-liquid phase transition with a positively sloped
coexistence line ending at a critical point well above the equilibrium melting line, allowing
the study of the dynamic behavior in the vicinity of this liquid-liquid critical point. Below
the critical point, the dynamics in the more ordered high density liquid (HDL) are much
slower than the dynamics in the less ordered low density liquid (LDL), identifying thus
a dynamical crossover and a Widom line (i.e., the extension of the coexistence line into
the one-phase region). In addition, the model has suggested a possible general relation
between a liquid-liquid phase transition and the change in dynamics (see Figure 8c and
8d).

4. – Understanding “Dynamic Heterogeneities”

Both simulations and experiments are consistent with the possibility that the LL
critical point, if it exists at all, lies in the experimentally inaccessible No-Man’s Land. If
this statement is valid, then at least two reactions are possible:

(i) if something is not experimentally accessible, then it does not deserve discussion;
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Fig. 7. – The ‘two-scale’ Jagla ramp potential with attractive and repulsive ramps.

(ii) if something is not experimentally accessible, but its influence is experimentally
accessible, then discussion is warranted.

Option (ii) has guided most research thus far, since the manifestations of a critical point
extend far away from the actual coordinates of that point. Indeed, accepting option (i)
means there is nothing more to discuss. However if we confine water, the homogeneous
nucleation temperature decreases allowing to enter the No-Man’s Land and hence to look
for the LL critical point. In fact, recent experiments at MIT and Messina by the Chen
and Mallamace groups, demonstrate that for nanopores of typically 1.5 nm diameter, the
No-Man’s Land actually ceases to exist; one can supercool the liquid state all the way
down to the glass temperature. Hence studying confined water offers the opportunity of
directly testing, for the first time, the LLPT hypothesis.

Using two independent techniques, neutron scattering and nuclear magnetic resonance
(NMR), the MIT and Messina groups found a sharp kink in the dynamic properties (a
“dynamic crossover”) at the same temperature TL ≈ 225K [97, 174-176]. The calcu-
lations on bulk models [177] are not inconsistent with one tentative interpretation of
this dynamic crossover as resulting from the system passing from the high-temperature
high-pressure “HDL” side of the Widom line (where the liquid might display fragile be-
havior) to the low-temperature low-pressure “LDL” side of the Widom line (where the
liquid might display strong behavior). By definition, the Widom line, defined to be the
line in the pressure-temperature plane where the correlation length has its maximum,
arises only if there is a critical point. Hence interpreting the MIT-Messina experiments
in terms of a Widom line is of potential relevance to testing experimentally, for confined
water, the liquid-liquid critical point hypothesis.

The interpretation of the dynamic crossover could have implications for nanofluidics
and perhaps even for natural confined water systems, e.g., some proteins appear to
undergo a change in their flexibility at approximately the same temperature TL that the
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MIT-Messina experiments identify for the dynamic crossover in pure confined water.

5. – Possible Significance of the Widom Line

The conjectured interpretation of the MIT-Messina experiments relies on the concept
of the Widom line, a concept not widely appreciated even though it has been known by
experimentalists dating back to the 1958 Ph.D. thesis of J. M. H. Levelt (now Levelt-
Sengers) [59]. Since a Widom line arises only from a critical point, if the MIT-Messina
experiments can be rationalized by the existence of a Widom line, then they are consistent
with the existence of a LL critical point in confined water.

Fig. 8. – (a) Schematic phase diagram for the critical region associated with a liquid-gas critical
point. Two features display singularities: the critical point and the liquid-gas coexistence. (b)
Same, with the addition of the gas-liquid spinodal and the Widom line. Along the Widom line,
thermodynamic response functions have extrema in their T dependence. (c) A hypothetical
phase diagram for water of possible relevance to recent confined water scattering experiments
[97,174-176]. (d) A sketch of the P − T phase diagram for the two-scale Jagla model.

By definition, in a first order phase transition, thermodynamic functions discontinu-
ously change as one cools the system along a path crossing the equilibrium coexistence
line [Figure 8a, path β]. However in a real experiment, this discontinuous change may
not occur at the coexistence line since a substance can remain in a supercooled metastable
phase until a limit of stability (a spinodal) is reached [5] [Figure 8b, path β].

If the system is cooled isobarically along a path above the critical pressure PC [Figure
8b, path α], the state functions continuously change from the values characteristic of a
high temperature phase (gas) to those characteristic of a low temperature phase (liquid).
The thermodynamic response functions which are the derivatives of the state functions
with respect to temperature (e.g., CP ) have maxima at temperatures denoted Tmax(P ).
Remarkably these maxima are still prominent far above the critical pressure [59,60], and
the values of the response functions at Tmax(P ) (e.g., C

max
P ) diverge as the critical point

is approached. The lines of the maxima for different response functions asymptotically
approach one another as the critical point is approached, since all response functions
become expressible in terms of the correlation length. This asymptotic line is sometimes
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called the Widom line, and is often regarded as an extension of the coexistence line into
the “one-phase regime.”

Suppose now that the system is cooled at constant pressure P0. (i) If P0 > PC (“path
α”), experimentally-measured quantities will change dramatically but continuously in
the vicinity of the Widom line (with huge fluctuations as measured by, e.g., Cp). (ii) If
P0 < PC (“path β ”), experimentally-measured quantities will change discontinuously
if the coexistence line is actually seen. However the coexistence line can be difficult
to detect in a pure system due to metastability, and changes will occur only when the
spinodal is approached where the gas phase is no longer stable.

In the case of water, the most important solvent for biological functions [178, 179],
a significant change in dynamical properties has been suggested to take place in deeply
supercooled states [48, 180-182]. Unlike other network forming materials [183], water
behaves as a fragile liquid in the experimentally accessible window [48, 184, 185]. Based
on analogies with other network forming liquids and with the thermodynamic properties
of the amorphous forms of water, it has been suggested that, at ambient pressure, liquid
water should show a crossover between fragile behavior at high-T to strong behavior at
low-T [151,152,181,186,187] in the deep supercooled region of the phase diagram below
the homogeneous nucleation line. This region may contain the hypothesized LL critical
point [47], the terminal point of a line of first order LLPT. Recently, dynamic crossovers
in confined water were studied experimentally [97, 103, 175, 188] since nucleation can be
avoided in confined geometries. Also, a dynamic crossover has been associated with the
LLPT in both silicon and silica [189,190]. In the following, a tentative interpretation of
the observed fragility transition in water is presented as arising from crossing the Widom
line emanating from the hypothesized LL critical point [190] (Figure 8c and 8d, path
α).

6. – Methods Employed to Study Dynamic Crossover in Confined Water

Using MD simulations [191], three models, each of which has a LL critical point
were studied. Two of the models, (the TIP5P [76] and the ST2 [192]) treat water as a
multiple site rigid body, interacting via electrostatic site-site interactions complemented
by a Lennard-Jones potential. The third model is the spherically symmetric “two-scale”
Jagla potential with attractive and repulsive ramps which has been recently studied in
the context of LLPT and liquid anomalies [156, 161]. For all three models, the loci of
maxima of the relevant response functions, KT and Cp, which coincide close to the critical
point and give rise to the Widom line, were evaluated. The hypothesis that, for all three
potentials, a dynamic crossover occurs when the Widom line is crossed, was carefully
explored.

For TIP5P a LL critical point [61,77], from which the Widom line develops, was found.
The coexistence curve is negatively sloped, so the Clapeyron equation implies that the
high-temperature phase is a high-density liquid (HDL) and the low-temperature phase is
a low-density liquid (LDL). The diffusion coefficient D was evaluated from the long time
limit of the mean squared displacement along isobars. It was found that isobars crossing
the Widom line (path α) show a clear crossover (i) from a non-Arrhenius behavior at
high T [which can be well fitted by a power law function D ∼ (T − TMCT)

γ ], consistent
with the mode coupling theory predictions [193]), (ii) to an Arrhenius behavior at low
T [which can be described by D ∼ exp(−Ea/T )]. The crossover between these two
functional forms takes place when crossing the Widom line.

For paths β, crystallization occurs in TIP5P [61], so the hypothesis that there is no
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fragility transition cannot be checked at low temperature. Hence a related potential,
ST2, was considered for which crystallization is absent within the time scale of the
simulation whose details are described in Ref [194]. This potential also displays a LL
critical point [47, 194]. Along paths α a fragility transition may take place, while along
paths β the T dependence of D does not show any sign of crossover to Arrhenius behavior
and the fragile behavior is retained down to the lowest studied temperature. Thus, for
paths β, the entire T dependence can be fit by a power law (T − TMCT)

γ .
If indeed TIP5P and ST2 water models support the connection between the Widom

line and the dynamic fragility transition, it is natural to ask which features of the water
molecular potential are responsible for the properties of water, especially because water’s
unusual properties are shared by several other liquids whose inter-molecular potential has
two energy (length) scales such as silicon and silica [189, 190, 195]. Hence the two-scale
spherically symmetric Jagla potential [151, 152, 161] was also investigated, displaying,
without the need to supercool, a LL coexistence line which, unlike water, has a positive
slope, implying that the Widom line is now crossed along α paths with P > PC . A
crossover in the behavior ofD(T ) occurs when the Widom line (Cmax

p line) is crossed, such
that at high temperature, D exhibits an Arrhenius behavior, while at low temperature it
follows a non-Arrhenius behavior, consistent with a power law. Along a β path (P < PC),
D(T ) appears to follow the Arrhenius behavior over the entire studied temperature range.
Thus the dynamic crossover coincides with the location of the Cmax

p line, extending the
conclusion of the TIP5P and ST2 potentials to a general two-scale spherically symmetric
potential.

7. – Hamiltonian Model of Water

In Ref. [196], the generality of the dynamic crossover in a Hamiltonian model of water
which displays a LLPT at low temperatures is investigated. A cell model that reproduces
the fluid phase diagram of water and other tetrahedral network forming liquids was con-
sidered [54-57]. The model is based on the experimental observations that on decreasing
P at constant T , or on decreasing T at constant P , (i) water displays an increasing local
tetrahedrality [164], (ii) the volume per molecule increases at sufficiently low P or T ,
and (iii) the O-O-O angular correlation increases [81], consistent with simulations [165].

The system is divided into cells i ∈ [1, . . . , N ] on a regular square lattice, each contain-
ing a molecule with volume v ≡ V/N , where V ≥ Nv0 is the total volume of the system,
and v0 is the hard-core volume of one molecule. The cell volume v is a continuous vari-
able that gives the mean distance r ≡ v1/d between molecules in d dimensions. The van
der Waals attraction between the molecules is represented by a truncated Lennard-Jones
potential with characteristic energy ϵ > 0

(1) U(r) ≡

{
∞ for r ≤ R0

ϵ
[(

R0

r

)12 − (
R0

r

)6]
for r > R0 ,

where R0 ≡ v
1/d
0 is the hard-core distance [196].

Each molecule i has four bond indexes σij ∈ [1, . . . , q], corresponding to the nearest-
neighbor cells j. When two nearest-neighbor molecules have the facing σij and σji in the
same relative orientation, they decrease the energy by a constant J , with 0 < J < ϵ, and
form a bond, e.g., a (non-bifurcated) hydrogen bond for water, or an ionic bond for SiO2.
The choice J < ϵ guarantees that bonds are formed only in the liquid phase. Bonding
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Fig. 9. – (a) Phase diagram below TMD line shows that |dpB/dT |max (⋄) coincides with the
Widom line TW (P ) (solid line) within error bars: C′ is the HDL-LDL critical point, end of
first-order phase transition line (thick line) [163]; symbols are maxima for N = 3600 of |αp|max

(⃝), Cmax
p (†), and |dpB/dT |max (⋄); upper and lower dashed line are quadratic fits of |αp|max

and Cmax
p , respectively, consistent with C′; |αp|max and Cmax

p are consistent within error bars.
Maxima are estimated from panels (b), (c) and (d), where each quantity is shown as functions of
T for different P < PC′ . In (d) |dpB/dT |max is the derivative of pB from simulations in ref. [163].

and intramolecular (IM) interactions are accounted for by the two Hamiltonian terms

(2) HB ≡ −J
∑
⟨i,j⟩

δσijσji ,

where the sum is over nearest neighbor cells, 0 < J < ϵ is the bond energy, δa,b = 1 if
a = b and δa,b = 0 otherwise, and

(3) HIM ≡ −Jσ
∑
i

∑
(k,ℓ)i

δσikσiℓ
,

where
∑

(k,ℓ)i
denotes the sum over the IM bond indexes (k, l) of the molecule i and

Jσ > 0 is the IM interaction energy with Jσ < J , which models the angular correlation
between the bonds on the same molecule. The total energy of the system is the sum of
the van der Waals interaction of Eqs. (2) and (3).

Different response functions such as Cp and αp (see Figure 9), show maxima and
these maxima increase and seem to diverge as the critical pressure is approached, con-
sistent with the picture of Widom line discussed for other water models in the sections
above. Moreover the temperature derivative of the number of hydrogen bonds dNHB/dT
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displays a maximum in the same region where the other thermodynamic response func-
tions have maxima suggesting that the fluctuations in the number of hydrogen bonds
is maximum at the Widom line temperature TW . To further test if this model system
also displays a dynamic crossover as found in the other models of water, the total spin
relaxation time of the system as a function of T for different pressures was studied. For
Jσ/ϵ = 0.05 (liquid-liquid phase transition hypothesis) the crossover occurs at TW (P )
for P < PC′ (Fig. 10a). For completeness, the system was also studied in the case
of singularity free scenario, corresponding to Jσ = 0. For Jσ = 0 the crossover is at
T (Cmax

p ), the temperature of Cmax
p (Figure 10b).

Fig. 10. – Dynamic crossover (large hatched circles of a radius approximately equal to the error
bar) in the orientational relaxation time τ for a range of different pressures. (a) The liquid-liquid
phase transition (LLPT) hypothesis, with crossover temperature at TW (P ). (b) The singularity
free (SF) scenario, with crossover temperature at T (Cmax

p ). Solid and dashed lines represent
Arrhenius and non-Arrhenius fits, respectively. Notice that the dynamic crossover occurs at
approximately the same value of τ for all seven values of pressure studied.

Then the Arrhenius activation energy EA(P ) from the low-T slope of log τ vs. 1/T
(Figure 11a) was calculated and the temperature TA(P ) at which τ reaches a fixed
macroscopic time τA ≥ τC, with TA(P ) smaller than the crossover temperature, was
extrapolated. For τA = 1014 Monte Carlo (MC) steps > 100 sec [144] (Figure 11b)
EA(P ) and TA(P ) decrease upon increasing P in both scenarios, providing no distinc-
tion between the two interpretations. Instead, there is a dramatic difference in the P
dependence of the quantity EA/(kBTA) in the two scenarios, increasing for the LL critical
point and approximately constant for the singularity free (Figure 11c).

8. – Recent Experiments on Confined Water

As previously said, a possibility to enter into the inaccessible temperature range
of water, is shown by confining water in nano-size pores [102-104]. When contained
within these pores, water does not crystallize, and can be supercooled well below TH =
231K. Porous hydrophilic silica glass [104], micellar systems or layered vermiculite clay
[103] are examples of confining nano-structures. Using this trick, the Messina and MIT
experimentalists were able to study, by means of different experimental techniques like
Neutron scattering, Nuclear Magnetic Resonance (NMR) and Raman and/or Fourier
Transform Infrared (FTIR) spectroscopy, the structural and dynamical properties of
water in the temperature range 170K < T < 290K. In recent experiments [97, 174] on
confined water as a function of temperature and pressure, it has been shown that the
theoretical LLPT approach is able to describe coherently some of the strange properties
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Fig. 11. – Effect of pressure on the activation energy EA. (a) Demonstration that EA decreases
linearly for increasing P for both the LLPT and the singularity free scenarios. The lines are
linear fits to the simulation results (symbols). (b) TA, defined such that τ(TA) = 1014 MC steps
> 100 sec [144], decreases linearly with P for both scenarios. ( c) P dependence of the quantity
EA/(kBTA) is different in the two scenarios. In the LLPT scenario, EA/(kBTA) increases with
increasing P , and it is approximately constant in the singularity free (SF) scenario.

of water. By using the neutron scattering technique, an evidence of the LL critical point,
C ′, located at TC′ = 200K and PC′ = 1.6kbar was obtained.

As shown in the previous section, this result has been also qualitatively confirmed
by an extensive MD simulation analysis [177]. In particular, in this MD study by using
three different models (namely: TIP5P, ST2 and the Jagla potential) the loci of maxima
of the relevant water response functions (isothermal compressibility and isobaric specific
heat), which coincide close to the critical point and give rise to the Widom line, have been
evaluated. These experiments [97,174,177] are of primary interest because their findings
have stimulated much of the recent work on water. It has been suggested that a significant
change in water dynamics takes place in the deeply supercooled state [48, 171, 197]. It
has been proposed that, at ambient pressure, liquid water should show a dynamical
crossover from non-Arrhenius at high T to Arrhenius (strong glass former) behavior at
low T [186]. The study of ref.s [97, 174, 177], focused on this fragile-to-strong dynamic
crossover (FSC), points out in a general way the connections among the Widom line
and the FSC, and associates the crossing of the Widom line with the changes in the
HB structure of liquid water. It has been evidenced that upon crossing the Widom
line on decreasing T , a breakdown of the Stokes-Einstein relation (BSE) is observed
at T < TW (P ) [198]. Both the phenomena, FSC and BSE, take place at TW and are
related with the changes in water structural and dynamical properties from those of HDL
to those of LDL. The LDL phase has been observed for the first time in a recent FTIR
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experiment [199]. It is thus possible that other new phenomena can occur in water on
crossing this line, all of them being related to the changes in the local water structure
that take place when the system changes from the “HDL-like” side to the “LDL-like”
side. Examples are: (i) systematic changes in the static structure factor S(q), and
the corresponding pair correlation function g(r), revealing that, according to the FTIR
results [199], for T < TW , the system structure resembles more that of LDL than that
of HDL, (ii) the appearance, for T < TW , of a shoulder (Boson peak) in the dynamic
structure factor S(q, ω) at a frequency ω ≈ 60cm−1 [200, 201], (iii) a rapid increase in
hydrogen bonding degree for T < TW [57, 202], (iv) a minimum in the density at low
temperature [77,203], and (v) a scaled equation of state near the critical point C ′ [204].
In the following it will also given a review of the FSC, the BSE, the observation, by
means of local vibrational modes of the S(q, ω), of the LDL phase and the observation,
by means of scattering methods, of a water density minimum in the very supercooled
region at about 200K. These results are entirely connected to the changes of the water
local structure when the system evolves from the HDL to the LDL phase.

The intriguing properties of water are well represented in its pressure-temperature
(P −T ) phase diagram (Figure 12), characterized by specific regions of existence of the
liquid, solid and amorphous phases.

Fig. 12. – The phase diagram of water in the P−T plane (ref. [5,6]). TH denotes the homogeneous
nucleation temperature line, TX the crystallization line of amorphous water, Tm the melting
temperature line and Tmd the maximum density line. TW indicates the Widom line locus.

8
.
1. The Sample . – To confine water, a micelle template mesoporous silica matrix

MCM-41-S (having 1D cylindrical tubes arranged in a hexagonal structure), synthesized



26 F. MALLAMACE ET AL.

using the methods of zeolite seeds [97] has been used. Similar to synthesizing MCM-48-
S [205], to make mesoporous materials together with short chain surfactant (C12TMAB),
small quaternary ammonium ions, TEAOH, to separately develop a zeolitic nanocluster
as the silica precursors, are employed. In this way, MCM-41-S (S denotes seed) with
smaller pore sizes and stronger silica walls than traditional ways was obtained (MCM-
41) [206, 207]. Initially, sodium aluminate, sodium hydroxide, and tetraethylammonium
hydroxide (20 wt% aqueous solution) were mixed in a vessel. Then the fumed silica
was added into the above mixture and the whole system was stirred for 4 hours. The
solution was transferred to autoclaves and heated at 373K for 18 hours, yielding zeolite
precursors. A mixture of C12TMAB or C10TMAB and deionized water was added into
the zeolite precursors. The resulting mixture was transferred to autoclaves, and again
heated at 393−423K in an oven. After 18−48 hours of crystallization, the solid product
was filtered, washed with water, and dried at 333K in air for 2 hours. Calcination of the
sample was carried out at 853K for 6 hours in air to remove the templates. (The mo-
lar ratio of reactants is NaAlO2:SiO2:NaOH:TEAOH:C12TMAB:H2O=1:37-60:1.5-9:11-
22:18.3:3000-3500). The synthesized materials were characterized using X-Ray powder
Diffraction (XRD) nitrogen absorption-desorption, and Differential scanning Calorime-
try (DSC), Figure 1 and Figure 2 of Ref. [208], respectively. From XRD patterns it
is shown that all MCM-41-S samples exhibit high hydrothermal stability. From DSC, in
the case of sample having pore sizes 18Å, any abrupt melting transition near 273K is not
observed, indicating that there is no water residing outside the channel. With the same
technique the melting/freezing behavior of water in the full hydrated MCM samples was
checked. According to the Gibbs-Thomson equation a general behavior is observed for
which the liquid state of water persists to very low temperatures for little pore sizes.
However, depending on the pore size, a gradual change of enthalpy from 173K to 223K
seems to be observed. This could be due to some second-order transition or glass tran-
sition. However this type of MCM sample, in comparison with other nanotubes of the
same family, has the advantage that the silanol groups are nearly completely removed.
Thus the effect of the chemical species on the water at the tube surface are minimized.

The investigated samples have hydration levels of h ≃ 0.5 (0.5 grams H2O per gram
of MCM). As shown by X-ray diffraction (XRD) [209], differential scanning calorimetry
(DSC) [210, 211] and NMR [212, 213] experiments, this water confining system can be
regarded as one of the most suitable adsorbent models currently available. The geo-
metrical constraints and the chemistry of the guest material surface may significantly
affect the structure and dynamics of confined water displaying a marked hysteresis in
a cooling/warming cycle. Examples are pore channel intersections (with networking ef-
fects), pore polydispersity, charges and chemical impurities. In the studied MCM-41-S
nanotube samples, as shown by X-ray [209], and DSC experiments [210], the hysteresis is
absent or negligible. DSC shows that repeated freezing and melting cycles (FMC) do not
cause any significant change in the position and shape of DSC peaks for a given sample;
the melting temperature was reproducible even after several months. Thus, water, in
repeated FMC, does not affect the pore walls of these silica samples. In addition, the
XRD data through the diffracted wave-vector, Q0, of the first sharp water diffraction
peak, give the following results: water in MCM-41-S with a pore diameter ϕ = 42Å has
a sudden freezing at T ≈ 232K, whereas for ϕ = 24Å, it remains in a liquid state down
to ∼ 160K. Moreover, in the MCM-41-S samples water freezes with a Q0 value that is
nearly the same as that of the LDA phase (Qice−c

0 = 1.71Å−1) [96], in contrast to the

stable ice-h, usually obtained by freezing bulk water (Qice−h
0 = 1.6Å−1) [4]. In both the
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samples no Bragg’s peaks, characteristic of crystallization, are observed.

8
.
2. Nuclear Magnetic Resonance . – Dynamical properties of water confined in

fully hydrated MCM-41-S samples with ϕ = 24, 18 and 14Å, were studied at ambient
pressure and different temperatures by using a Bruker AVANCE NMR spectrometer,
operating at 700 MHz 1H resonance frequency. In these NMR experiments, the self-
diffusion coefficient of water D, and the maximum intensity Imax of the 1H-NMR spectra
(obtained by the free-induction decay (FID)) were measured. The explored temperature
range was 190K − 298K with an accuracy of ±0.2K. D was measured with the pulsed
gradient spin-echo technique (1H-PGSE) and its thermal behavior will be shown in a
next section.
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Fig. 13. – (a) The 1H NMR spectra of water in MCM samples with ϕ = 24 and 14 Å, upon

cooling. (b) the normalized NMR intensities, Imax
Nor vs. 1/T , for ϕ = 14, 18 and 24Å samples,

upon both cooling and heating, corrected for the Curie effect (ref. [174]).

The 1H NMR spectra of water in MCM samples with ϕ = 24 and 14 Å, upon cooling
are shown in Figure 13a. Before discussing the overall results of these spectra, it must
be stressed that all the reported spectra are characterized by only one resonance peak
centered at about 7 ppm. Such a result is completely different from the one obtained
from a MCM sample with silanol groups on the internal surface; in that case the spec-
tra are characterized by two resonance peaks like the case of sample prepared just to
improve surface effects on the contained water [213]. The full width at half-height of
these spectra, ∆ν1/2 ∼ 1/T ∗

2 , is the rate of the so-called apparent spin-spin relaxation
time T ∗

2 . As it can be observed, the maximum intensity of the spectra (Imax) decreases
and the corresponding linewidth increases upon decreasing T ; the crystalline ice phase
(characterized by a very large linewidth) is not observed. The NMR signal intensity is



28 F. MALLAMACE ET AL.

directly related with the system equilibrium magnetization, M0 (or the susceptivity χ0)
which depends linearly on the total number of mobile spins per unit volume, the mean
square value of nuclear magnetic moment and on 1/T (Curie law). Figure 13b shows

Imax, for ϕ = 14, 18 and 24Å samples, upon both cooling and heating, corrected for the
Curie effect and normalized to the pore volume, as Imax

Nor vs. 1/T . As it can be noticed,
the T behavior of confined water is independent of the pore size. Figure 13b clearly
shows that there is a steep decrease of Imax

Nor on decreasing T, at around 225K (TL). This
behavior indicates that T ∼ 225K is a crossover temperature for the dynamical behavior
of water. In general, relaxations measured in an NMR experiment are caused by random
fluctuations of the magnetic field at the position of a resonating spin originating by the
thermal motion of neighboring spins. In our case the fluctuating magnetic dipole-dipole
interactions between 1H spins are due to the tumbling of molecules under the local caging
structure. Hence, the observed behavior of Imax

Nor can be related, according to the LLPT
hypothesis, to the water structure and in particular to its packing density. The probabil-
ity of tumbling of a water molecule is higher in the HDL phase, compared to that in the
LDL phase; the temperature behavior of Imax

Nor shown in Figure 13b reflects just such a
situation, indicating T ∼ 225K as the possible crossover temperature between the HDL
and the LDL phase.

8
.
3. The Neutron Scattering . – The neutron scattering methods have been largely

used in the past to explore water in both structural and dynamical properties. An
example of these works is represented by the study made by A.K. Soper and M.A. Ricci
in which, by means of neutron diffraction, the two phases of the water polymorphism were
detailed, i.e. the LDL and the HDL [81]. These experiments are made on compressed
water, in a temperature regime where the anomalous properties of water are most visible,
namely close to the ice I /ice III triple point (T = 251K,P = 209MPa). From the
diffraction data they extracted the OO, OH, and HH partial structure factors and the
site-site radial distribution function between distinct atoms. They also did a computer
simulation of the liquid at the density and temperature of the system under question,
using SPC/E (extended simple point charge) model [214] as the starting interatomic
potential energy function, including an empirical potential structure refinement (EPSR)
[215]. By introducing perturbations to this potential derived from the difference between
measured and simulated structure factors, the simulated distributions were constrained
to reproduce the measured structure factors as closely as possible. Once this has been
achieved, the simulation was used to accumulate ensemble averaged values for the site-site
distributions and other structural quantities. By assuming that the structure of water
can be represented as a linear combination of the structures of the end points, namely the
structures of HDL and LDL, they obtained two different value for the densities: ρHDL =
1.20 g/cm3 (0.0402 molecules/Å3) and ρLDL = 0.88 g/cm3 (0.0295 molecules/Å3). These
values are quite close to the reported densities of high-density and low-density amorphous
ice [63]. To identify the structural differences between the two phases, the simulated
molecular distributions were used to estimate the spatial density functions [216] of water
in each phase (Figure 14).

As it is shown, the first coordination shell is tetrahedral in shape for both high and
low-density forms of water. The second shell retains its overall orientational symmetry
between the two forms, but for LDL it sits at approximately the tetrahedral distance,
while for HDL it has substantially collapsed, to a point where it is almost coincident
with the first shell. This work of Soper and Ricci constitutes an important step in the
water physics because it no only verifies the structure of both HDL and LDL, but gives



TRANSPORT PROPERTIES OF SUPERCOOLED CONFINED WATER 29

the densities of these two phases. In addition, such a work well represents the correct
approach necessary for scattering experiment. In fact the obtained findings come out
only because the structure factors, OO, OH and HH, were determined separately for
cold water as a function of pressure. Indeed, all three structure factors are needed to
construct unambiguously the distribution of molecular centers, the spatial dependence
of this distribution, and the relative orientations of neighboring molecules. The behavior
of the water structure as a function of density that emerges from this analysis indicates
that the main structural changes occur in the second shell: the primary effect of the
increased pressure is to break the hydrogen bonds between the first and second neighbor
water shells.

The properties of confined water have been investigated in the P − T phase diagram
with different neutron scattering methods: elastic neutron scattering (ENS), quasi-elastic
neutron scattering (QENS) and inelastic neutron scattering (INS). These methods offer
many advantages for the study of hydrogen atom dynamics in confined water especially
in a protein (and in its hydration water) [217]. Because of the exponential slowing down
of water dynamics upon supercooling, the combined application of a time-of-flight (TOF)
and a backscattering spectrometer has been necessary to study water from T = 235K
down to T = 200K. It can be shown generally that the double differential scattering
cross section is proportional to the self-dynamic structure factor of the scattered atoms
through the following relation [218,219]:

(4) d2σ/dΩdω = N
σ

4π~
kf
ki
S(Q,ω)

Fig. 14. – Spatial density function for water as determined from the EPSR simulation of low
(a) and high (b) density water. A central water molecule lies in the z-y plane of the coordinate
system. Pronounced lobes (I) are observed opposite each OH vector on the central molecule and
in a broad band of density at right angles to these underneath the central molecule, corresponding
to the first shell of (approximately) tetrahedrally bonded water molecules. A second shell is seen
(labelled II) which is in antiphase with the first shell. Note how this shell collapses in going from
LDL to HDL, and in the x-z plane merges with the first shell near the x axis. This collapse is
the primary signature of the structural transformation that occurs as water density is increased.
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where, E = Ei−Ef = ~ω is the energy transferred by a neutron to the sample in the

collision process; and ~
−→
Q = ~

−→
k i − ~

−→
k f , the momentum transferred in the scattering

process, N the number of atoms in the scattering volume and dΩ is the scattering solid
angle. The self-dynamic structure factor, S(Q,ω) embodies the elastic, quasi-elastic and
inelastic scattering contributions. It can be expressed as a Fourier transform of the
self-Intermediate Scattering Function (ISF) of a typical atom according to

(5) S(Q,ω) =
1

2π~

∫ ∞

−∞
dt exp(−iEt/~)F (Q, t)

F (Q, t) is the atom density-density time correlation function of the tagged atom
being measured by neutron scattering. In the case of water, this function relative to
the hydrogen atoms, FH(Q, t), is the quantity of primary theoretical interest related to
the experiment and can be calculated in a straightforward way by a molecular-dynamics
simulation of a model water as well. A proper model is the relaxing cage model (RCM)
[220] developed just to treat supercooled water.

The RCM is a model applied to study the single particle dynamics of water in incoher-
ent quasi elastic scattering, E ≈ 0, experiments; it has been developed in past years just
for the description of the translational and the rotational dynamics of water at super-
cooled temperatures. The model has been tested with MD simulations of SPC/E water,
and has been found to be accurate. In principle, the single-particle dynamics of bulk or
confined water should include both the translational and the rotational motions of a rigid
water molecule, thus the ISF of the hydrogen atoms FH(Q, t), in the investigated Q− t
range, is FH(Q, t) ≈ FT (Q, t)FR(Q, t), where FT (alternatively called FC.M., i.e., the
ISF of the hydrogen center of mass) and FR are the translational and the rotational ISF,
respectively. These contributions for the supercooled water dynamics can be separated
in a short-time and in a long-time part [220]. The RCM assumes that the short-time
translational dynamics of the tagged (or the trapped) water molecule can be treated
approximately as the motion of the center of mass in an isotropic harmonic potential
well provided by the mean field generated by its neighbors. Then, the short time part
of the translational ISF in the Gaussian approximation, connecting it to the velocity
auto-correlation function, ⟨vCM (τ) vCM (0)⟩, can be written in the following way:

(6) F s
T (Q, t) = exp(−Q

2

2

⟨
r2CM

⟩
) = exp(−Q2

[∫ t

0

(t− τ) ⟨vCM (τ) vCM (0)⟩ dτ
]
)

Since the translational density of states, ZT (ω), is the time Fourier transform of the
normalized center of mass velocity auto-correlation function, one can express the mean
squared deviation,

⟨
r2CM (t)

⟩
as follows:

(7)
⟨
r2CM (t)

⟩
=

2

3

⟨
v2CM

⟩ ∫ ∞

−∞
dω
ZT (ω)

ω2
(1− cosωt)

where
⟨
v2CM

⟩
=

⟨
v2x
⟩
+

⟨
v2y
⟩
+

⟨
v2z
⟩
= 3v20 = 3kBT/M is the average center of mass

square velocity, and M is the mass of a water molecule. Experiments and MD results
show that the translational harmonic motion of a water molecule in the cage gives rise
to two peaks in ZT (ω) at about 10 and 30meV , respectively [91]. Thus, the following
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Gaussian functional form is used to represent approximately the translational part of the
density of states:

(8) ZT (ω) =
(1− C)ω2

ω2
1

√
2πω2

1

exp(− ω2

2ω2
1

) +
Cω2

ω2
2

√
2πω2

2

exp(− ω2

2ω2
2

)

By using Eq. (8) the fit of MD results gives C = 0.44, ω1 = 10.8THz, and ω2 =
42THz. Finally an explicit expression can be get by means of Eq.s (6)-(8) as:

(9) F s
T (Q, t) = exp

{
−Q2v20

[
(1− C)

ω2
1

(
1− exp(−ω

2
1t

2

2
)

)
+
C

ω2
2

(
1− exp(−ω

2
2t

2

2
)

)]}
representing the short-time behavior of the translational ISF. It starts from unity at

t = 0 and decays rapidly to a flat plateau determined by an incoherent Debye-Waller
factor A(Q), given by:

(10) A(Q) = exp

[
−Q2v20

(
(1− C)

ω2
1

+
C

ω2
2

)]
= exp(−Q2a2/3)

where a is the root mean square vibrational amplitude of the water molecules in
the cage in which the particle is constrained during its short-time movements. Both MD
simulations and QENS gave the value of the mean-square vibrational amplitude a ≈ 0.5Å
in the supercooled region (a value that is fairly temperature independent) [143, 220].
On the other hand, the cage relaxation at long-time can be described by the standard
α−relaxation model, according to the Mode-Coupling Theory (MCT), with a stretched
exponential having a structural relaxation time τT and a stretch exponent β. Therefore,
the translational ISF, valid for the entire time range, can be written as a product of the
short time part and a long time part, i.e.:

(11) FT (Q, t) ≈ F s
T (Q, t) exp

[
−(t/τT )

β
]

The Q − t dependence of FR then can be treated in terms of the well-known Sears

exact expansion [91]. Let
−→
b (t) denotes a vector from the center of mass to the hydrogen

atom. This vector will acquire a time dependence as the water molecule rotates around
the center of mass

(12) FR(Q, t) =
⟨
exp(−i−→Q

−→
b (0)) exp(i

−→
Q
−→
b (t))

⟩
=

∞∑
l=0

(2l + 1) j2l (Qb)Cl(t)

where jl(x) is the lth-order spherical Bessel function, Cl(t) is the lth-order rotational

correlation function, and b = 0.98Å, which is approximately the length of the O-H bond
in a water molecule. This expansion is very useful for a typical Q range encountered in
QENS experiments, for which generally Q < 2.5Å−1. In this case, the expansion needs
to be carried out to at most l = 3 terms. The advantage of using this expansion is
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that the Q dependence of the rotational ISF is exactly given and one needs to make a
model for a few lower-order rotational correlation functions, which are Q-independent
quantities. A model for the function Cl(t) is given explicitly in ref. [220] where other
higher-order rotational correlation functions are approximately generated by using the
maximum entropy method.

The lth order rotational correlation function is defined as Cl(t) = ⟨Pl(µ(t))⟩, where
θ(t) is the angle between the vector

−→
b (0) and

−→
b (t) and µ(t) = cos θ(t). The statistical

average, denoted by the pointed brackets, can be calculated in terms of a probability
distribution function P (µ, t). The short-time dynamical approximation of the rotation

of the vector
−→
b (t) around the center of mass must be well described by a harmonic

motion of the angle θ(t), i.e., θ̈(t) + ωθ(t) = 0 and in terms of the well known Bloch
theorem

⟨
eαθ

⟩
= exp

[⟨
(αθ)2

⟩
/2
]
; one can obtain

(13) CS
1 (t) = ⟨cos θ(t)⟩ =

⟨
eiθ + e−iθ

2

⟩
= exp

[
−
⟨
θ2(t)

⟩
/2
]

Furthermore, being possible to consider the angular velocity of the hydrogen atom around

the center of mass as −→ω (t) = (1/b)(d
−→
b /dt) = d

−→
θ /dt and also the following identity:

(14)

⟨[∫ t

0

dt′ωx(t
′)

]2⟩
=

⟨∫ t

0

dt′
∫ t

0

dt′′ωx(t
′)ωx(t

′′)

⟩
= 2

∫ t

0

dτ(t− τ) ⟨ωx(0)ωx(τ)⟩

finally, one derives:

CS
1 (t) = exp

[
−
∫ t

0

dτ(t− τ) ⟨ωx(0)ωx(τ) + ωy(0)ωy(τ)⟩
]

= exp

[
−2

3

∫ t

0

dτ(t− τ) ⟨−→ω (0)−→ω (τ)⟩
]

(15)

If one defines the normalized angular velocity autocorrelation function, ψR(t) =
⟨−→ω (0)−→ω (t)⟩ /

⟨
ω2

⟩
and its spectral density function (normalized to 1 for ω from 0 to

∞) by

(16) ZR(ω) =
1

π

∫ ∞

−∞
eiωtψR(t)dt

then the short time approximation of the first-order rotational correlation function can
be written as

(17) CS
1 (t) = exp

[
−4

3

⟨
ω2

⟩ ∫ ∞

0

dωZR(ω)
1− cos θ(t)

ω2

]
Thus from the inspection of the MD-generated ZR(ω) (see Figure 15), the spectral

density function can be modeled by a Gaussian-like function
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Fig. 15. – The spectral density function ZR(ω) of the normalized angular velocity autocorrelation
function at T = 250K. The open circles represent the results of the simulation and the solid
line, the resulting fit in terms of the proposed model (Eq.18)).

(18) ZR(ω) =
2ω6

15ω6
3

√
2πω2

3

exp

[
− ω2

2ω2
3

]

where the peak position is located at
√
6ω3. The MD data show that this so-called

hindered rotation peak is located approximately at 70meV , fairly independent of temper-
ature. In this model the short-time part of the first-order rotational correlation function
can be written as

CS
1 (t) = exp

[
−2

3

⟨
ω2

⟩ ∫ ∞

0

dωZR(ω)
1− cos θ(t)

ω2

]
(19)

= exp

[
−
4
⟨
ω2

⟩
45ω2

3

[
3(1− e−ω2

3t
2/2 + 6ω2

3t
2e−ω2

3t
2/2 − ω4

3t
4e−ω2

3t
2/2)

]]

This latter function describes the short-time behavior of the first-order rotational
correlation function. It starts from unity at t = 0, exhibits an oscillation at time 0.05ps
and then decays to a flat plateau determined by exp(−4

⟨
ω2

⟩
/15ω2

3) for times longer
than 0.1ps. The relaxation at longer times can be described by a relaxation model,
which describes the relaxation of the cage surrounding the central water molecule. Thus
the expression for C1(t) in the entire time range is given as

(20) C1(t) = CS
1 (t) exp

[
−(τ/τR)

βR
]
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Thus the whole picture resembles the relaxing cage model of the translational dynam-
ics. At short times, the orientation of the central water molecule is fixed by the H bonds
with its neighbors. It performs nearly harmonic oscillations around the hydrogen-bond
direction. This dynamics is described by CS

1 (t). At longer times, the bonds break and
the cage begins to relax. So the particle can reorient itself, losing memory of its initial
orientation. Thus the first-order rotational correlation function eventually decays to zero
by a stretched exponential relaxation. To calculate C2(t) and C3(t) from C1(t), one
needs to know the functional form of the distribution function P (µ, t). According to the
scheme, the distribution function based on maximization of the informational entropy
subjected to a condition that C1(t) is known, is P (µ, t) = eα+βµ. Being

∫
dΩP (µ, t) = 1,

then eα = (1/2π)(β/(eβ − e−β)), so

(21) C1(t) =

∫
dΩeα+βµµ = − [1/β(t)] + cothβ(t)

The higher-order correlation functions are thus determined from C1(t) and the con-
nection of C1(t) to the higher order rotational correlation functions is given in terms of
β(t); the corresponding results are C2(t) = 1 − [3/β(t)] C1(t) and C3(t) = (−5/β(t)) +(
1 + 15/β2(t)

)
C1(t).

For a proper data analysis it is important to consider the validity of the decoupling
approximation FH(Q, t) = FT (Q, t)FR(Q, t). When dealing with a correlation function
that is a product of four terms, each one with a (Q, t) dependence, it is always possible
to rewrite it as the sum of all the possible binary factorizations of its terms plus an-
other irreducible term called the connected intermediate scattering function Fcon(Q, t).
Fcon(Q, t) contains the contribution coming from the four factors coupled together in
the correlation function and generally speaking it is different from zero. This procedure
is applicable also to the correlation function FH(Q, t) which is just the product of four

factors FH(Q, t) =
⟨
e−i

−→
Q

−→
R(0)e−i

−→
Q

−→
b (0)ei

−→
Q

−→
R(t)ei

−→
Q

−→
b (t)

⟩
that can be written as:

FH(Q, t)− Fcon(Q, t) =
⟨
e−i

−→
Q

−→
R(0)ei

−→
Q

−→
R(t)

⟩⟨
e−i

−→
Q

−→
b (0)ei

−→
Q

−→
b (t)

⟩
(22)

+
⟨
e−i

−→
Q

−→
R(0)ei

−→
Q

−→
b (t)

⟩⟨
ei

−→
Q

−→
R(t)e−i

−→
Q

−→
b (0)

⟩
The contributions arising from all the terms composed of products of

−→
R and

−→
b

variables at arbitrary times, are zero on average, due to the statistical independence
between the two. Therefore, the following relation holds:

(23) FH(Q, t) = FT (Q, t)FR(Q, t) + Fcon(Q, t)

where Fcon(Q, t) describes the strength of the coupling between translational and rota-
tional motions as a function of Q and t, as observed by QENS.

In the graphs of Figure 16 the following five quantities are shown in a semilogarithmic
scale: Fc.m.(Q, t) (also denoted as FT (Q, t)), FH(Q, t), Fc.m.(Q, t)FR(Q, t), Fcon(Q, t)
and Fc.m.(Q, t)−FH(Q, t) . These functions are shown for a temperature 225K at three
Q values. These Q values are also quite close to the maximum and the minimum Q value
that can be probed by a typical QENS experiment. FH(Q, t) has the same short-time
features as Fc.m.(Q, t)FR(Q, t) but the same long-time feature as Fc.m.(Q, t). So that
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Fig. 16. – The neutron intermediate scattering function (ISF) at three Q values as a function of
the time, t, in a semi-logarithmic scale.

Fcon(Q, t) is very small at times smaller than 1ps but becomes non-negligible for long
times. On the contrary Fc.m.(Q, t)− FH(Q, t) is negligible at times longer than 1ps but
large at short times. Both Fcon(Q, t) and Fc.m.(Q, t) − FH(Q, t) increase substantially
with the increasing of Q value, but never reach 0.09 in magnitude.

This analysis shows that the decoupling approximation for the ISF FH(Q, t) is an
acceptable tool for analyses of QENS data from water in bulk or in a confined geometry.
More precisely, the decoupling approximation is excellent up to t = 0.5ps and progres-
sively becomes poorer for times longer than 1ps. However, the maximum deviation does
not exceed 0.09 even for large Q. Within this approximation, one only needs to compute
Fc.m.(Q, t) and FR(Q, t) separately. Thus also for FR(Q, t) the RCM model represents
a good analytical model, a model in which an essential input quantity to the theory is
the translational density of states of the hydrogen atom. In QENS experiments on water
confined in a different material, one has to take into account only the signal coming from
the hydrogen atoms of confined water. Denoting the elastic contribution arising from the
material in which water is confined by p, one can analyze the experimental normalized
data according to the equation:

(24) S(Q,ω) = pR(Q0, ω) + (1− p)F.T. {FH(Q, t)R(Q0, t)}

where, FH(Q, t) ∼ FT (Q, t) , R(Q0, ω) is the experimental resolution function and the
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Fig. 17. – The QENS spectra of hydrated MCM samples (ϕ = 18Å) and their analysis in terms
of the RCM model (ref. [97]). The continuous line represents the result of the fit; the dashed line
is the elastic component; the dotted, dash-dot, and dash-dot-dot lines represent contributions
to the scattering from the first three terms of the Sears expansion, respectively.

symbol F.T. denotes the Fourier transform from time t to frequency ω. FH(Q, t) is cal-
culated according to the equations of RCM. Both F s

T s and CS
1 were calculated using the

parameters obtained from MD simulations, which are in agreement with experimental
results [91]. Because [220] τT obeys to the power law τT = τ0(aQ)−γ , the measured
spectra, recorded at any T , have been fitted using four parameters τ0, τR, γ, and β, with
satisfactory results. Figure 17 reports the QENS spectra at four temperatures, just
above and below the FSC transition for water confined in MCM-41 nanotubes with a di-
ameter d = 18Å. The continuous line represents the result of the fit; the dashed line is the
elastic component; the dotted, dash-dot, and dash-dot-dot lines represent contributions
to the scattering from the first three terms of the Sears expansion, respectively. These
spectra regard QENS measurements that were performed at NIST Center for Neutron
Research using the disk chopper (DCS) and the backscattering (HFBS) spectrometers.

For DCS the incident neutron wavelength was 6.0Å and the Gaussian energy resolu-
tion ∼ 30meV . For HFBS, the resolution was ∼ 1.0meV and the dynamic range was
±36meV . The investigated range of elastic wavevector transfer, Q0 = 4π/λsin(θ/2), was

from 0.27 to 1.93Å−1 and from 0.25 to 1.68Å−1, in the case of DCS and HFBS, respec-
tively. The spectra were corrected for scattering from the sample holder, standardized
using vanadium run and converted to the differential scattering cross section using NIST
standard routines.

Figure 18 reports the temperature dependence of the product βγ, as obtained from
the previous fits. The inset shows the behavior of β. In the measured temperature
range, both DCS and HFBS spectra give β ≈ 0.5, roughly constant in T . The product
βγ is the actual exponent of the Q-dependence of the ISF. One knows that βγ = 2
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Fig. 18. – Temperature dependence of βγ, which is the exponent expressing the Q-dependence
of the translational ISF, for the same sample of the figure 17. Note that the figure shows a
sharp break at ≈ 225K. The inset reports the T -dependence of the stretch exponent β.

for a free diffusion case. The value of βγ in Figure 18 starts from 1.3 at 325K then
decreases gradually until just before T ≈ 225K. It drops from 0.80 to 0.25 just at this
temperature, and further to nearly 0 at 200K. This precipitous drop of βγ signals a
drastic change of the dynamical behavior of water at 225K. β ≈ 0.5 clearly indicates
that the long-time dynamics of water is nonexponential. Nonexponential behavior is
common in supercooled liquids close to the kinetic glass transition. The decreasing value
of γ with temperature has already been reported for supercooled confined water in vycor
glass [91]. The vanishing value of βγ indicates the Q-independence of the ISF. It seems
that at 200K water is structurally arrested. It should be noted that the nonexponential
and subdiffusive behavior is retained also at room temperature, whereas in MCM with
larger pores (> 20Å) a diffusive dynamics is recovered in the limit of high temperature.

Figure 19 reports typical QENS spectra. (a) and (c) (left panels) show the spectra

measured at Q = 0.58Å−1, at two pressures, 800bar and 1600bar, and at a series of
temperatures. (b) and (d) (right panels) show the RCM analysis of one of the spectra
from each pressure. The resolution function in each case is shown by a dashed line. From
τ0 and β the average relaxation time ⟨τT ⟩ = (τ0/β)Γ (1/β), has been obtained, Figure
20.

8
.
4. Fourier Transform Infrared spectroscopy . – FTIR absorption measure-

ments were performed at ambient pressure in the HOH bending and O-H stretching
(OHS) vibrational spectral regions, by using a Bomem DA8 Fourier transform spectrom-
eter. The investigated samples were the same as those of QENS and NMR experiments.
The obtained spectra, are reported in Figure 21a and 21b. It must be noticed that the
HOH bending spectra have a Gaussian-like form quite different from the nearly flatten
form typical of polycrystalline ice, revealing that confined water remains in its liquid
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Fig. 19. – The analysis of QENS spectra of hydrated MCM samples (ϕ = 14Å) in terms of the
RCM model (ref. [97]).

state in all the studied T -range (Figure 21a). Scattering methods have been largely
used to study structural and dynamical properties of water and constitute the most used
experimental approach to understand its properties. Indeed, neutron [81,97], X-ray [221],
Raman and IR [222-225] scattering, have given evidence that water is characterized by
the presence of two coexisting main HB structural phases, involving hydrogen bonded
(HB) and non hydrogen bonded (NHB) molecules. Thus, it became customary to an-
alyze OHS spectra by considering two general classes of O-H oscillators. These classes
encompass broad Gaussian components, each referring to structures that involve a range
of bond angles and distances distributed around the component peak position [224]. The
spectral deconvolution was made by using a best fit procedure. In the fitting process
all the spectral parameters were left to be free. One can notice that the corresponding
Full Widths at Half Maximum (FWHM) and intensities (integrated areas) show changes
whereas the wave-numbers fluctuate within the experimental error (±20cm−1). Figure
21c reports also the fitting results.

OHS spectra of water, as measured by Raman scattering and Infrared absorption in
the range 30 < T < 647K (i.e., from the LDA phase to nearly the first critical point of
water) have been described by the following Gaussian component peak positions (wave-
numbers) [224]: (I) 3120cm−1, (II) 3220cm−1, (III) 3400cm−1, (IV ) 3540cm−1 and
(V ) 3620cm−1. All of them have been unambiguously classified as HB, NHB or OHS
oscillators. The situation may be summarized as follows (see e.g., Figure 21c):

i) component I dominates the intensity of the LDA phase (Raman [226]) so that it
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Fig. 20. – Typical QENS results of hydrated MCM samples (ϕ = 14Å) fitted in terms of the RCM
analysis (ref. [97]). The temperature dependence of ⟨τT ⟩ , at different pressures, are plotted in
a log-lin scale vs 1/T . As it can be seen a well-defined FSC is observed for P < 1600 bar.

represents the OHS contribution of water molecules forming the “random tetrahe-
dral network“ (RTN);

ii) components II and III have been associated with water molecules having an av-
erage degree of connectivity larger than that of monomers, but lower than that
involved in the HB networks. Thus, they can be identified as partially HB (PHB)
molecules [222,224,225];

iii) components IV and V , being the only ones present in the Raman and IR spectra of
bulk water in the T region near the first critical point (630 < T < 647K), arise from
NHB monomeric water (or to molecules poorly connected to their environment)
[222,224].

The integrated intensities of PHB and NHB water show an opposite temperature be-
havior for T > 300K. While the intensities of NHB increase with increasing T , those of
PHB decrease. The classification of these contributions reflects that used in the percola-
tion hypothesis for water (fi species of water, with i indicating the number of bonds) [44].
Thus, the HB component I is f4, the NHB components IV and V are f0, and finally PHB
components II and III are f1, f2 and f3. We have to stress that according to the LLPT
hypothesis, the HDL phase is represented by both the NHB and PHB.

9. – The Fragile-to-Strong Crossover (Dynamical Croossover) and the Break-
down of the Stokes Einstein Relation

Figure 20 reports, in a log-linear plot, the temperature variation of the average
translational relaxation time ⟨τT ⟩ for water molecules, obtained by the QENS spectra
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Fig. 21. – (a) The HOH bending and (b) the O-H stretching (OHS) vibrational spectra of
MCM confined water at the different investigated temperatures (ref. [199]). (c) Examples of the
spectral fitting results.

using the relaxing cage model (RCM), at different pressures. Figure 20 deals with the
thermal behavior of ⟨τT ⟩ for pressures in the range 1 < P < 1600bar. A transition from
a Vogel-Fulcher-Tammann (VFT or “Super Arrhenius”) law, ⟨τT ⟩ = τ0exp[BT0/(T −
T0)], where B is a constant providing the measure of fragility and T0 the ideal glass
transition temperature, to an Arrhenius law, ⟨τT ⟩ = τ0exp(EA/kBT ), where EA is the
activation energy for the relaxation process, can be observed. This transition from a
VFT to an Arrhenius behavior is the signature of the FSC dynamic transition. The
crossover temperature TL is calculated by 1/TL = 1/T0 − BkB/EA. Summarizing all
the results, in Figure 12 the observed pressure dependence of TL (squares) and its
estimated continuation, denoted by a dashed line, are reported. One should note that
the TL line has a negative slope, parallel to the Tmd line, indicating a lower density
liquid on the lower T side. This TL line also approximately tracks the TH line, and
terminates in the upper end intersecting the TH line at 1660bar and 200K, at which
point the character of dynamical transition changes. According to the previous results,
confined water remains in the disordered liquid state both above and below the FSC.
Furthermore, by considering that the obtained activation energy barrier for initiating
the local structure relaxation is EA = 5.4 kcal/mol for the low-T strong liquid, it is
reasonable to conclude that the high-T liquid corresponds to the HDL, while the low-T
liquid to LDL. Thus, according to the MD simulation study [177], the FSC transition
observed at TL is caused by the crossing of the Widom line and that TL ≡ TW . The
⟨τT ⟩ behavior for P > 1600bar is well different, Figure 20. At these high pressures
the cusp-like behavior characterizing the FSC is not observed. In terms of the LLPT,



TRANSPORT PROPERTIES OF SUPERCOOLED CONFINED WATER 41

and of its critical point, C ′, above the critical temperature TC′ and below the critical
pressure PC′ , we are in the one-phase region, whereas for P > PC′ there is the two-phase
region. Thus, an experiment made in this “mixed state”, on crossing the LL coexistence
line, is not characterized by the large fluctuations observed in the one phase region. In
this latter case the thermal behavior of ⟨τT ⟩ does not show a clear-cut FSC. Such a
picture explains the dynamical behavior reported in Figure 20, in which a clear FSC is
observed up to 1400bar and beyond 1600bar the crossover is rounded off. These results
indicate that the liquid-liquid critical point, C ′, can be located at TC′ = 200± 10K and
PC′ = 1600± 300bar (Figure 12).

Figure 22, shows the ⟨τT ⟩ (QENS data) as a function of 1/T (Figure 22a) and
the inverse of the self-diffusion coefficient of water 1/D measured at ambient pressure
by NMR (Figure 22b) for the fully hydrated MCM-41-S samples with pore diame-

ters of 14Å and 18Å. As it can be observed, the measured values of D and ⟨τT ⟩ are
independent of the pore size of the samples. This indicates that NMR field-gradient
measurements, having a length scale larger than the sizes of the pores, are insensitive
to the system geometry. In both the figures, the solid line denotes the data fit to the
VFT law [1/D = 1/D0exp(BT0/(T − T0))] whereas the short dotted line denotes the fit
to the Arrhenius law. From the NMR data it has been obtained: 1/D0 = 2.4 ·107 (s/m2),
B = 1.775, and T0 = 187K, EA = 3.98kcal/mol and TL = 224.5K; whereas from the
⟨τT ⟩ data at the ambient pressure the corresponding measured values are: T0 = 200K,
EA = 5.4kcal/mol, and TL = 225.8K. The agreement between NMR and QENS results
is thus satisfactory, especially regarding the two relevant quantities EA and TL. The
interpretation of the FSC transition as a variant of the structural arrest transition (as
predicted by the ideal mode coupling theory) was the essence of the QENS study of the
structural relaxation time and of the MD study of the self-diffusion coefficient [97, 177].
The NMR results presented above thus constitute, by means of a direct measurement
of the self-diffusion coefficient of supercooled water, an independent confirmation of the
existence of FSC in water.

Let us now focus on the Stokes-Einstein relation (SE) that relates the self-diffusion
coefficient D, viscosity η, and temperature T as D ∝ T/η, which, as it is well known, is
usually accurate for normal and high temperature liquids. Since ⟨τT ⟩ is proportional to
the viscosity, the relationship between D and ⟨τT ⟩ is examined in the inset of Figure
23, where the quantity D ⟨τT ⟩ /T is reported as a function of T . Triangles and squares
represent its values coming from the experimental data of samples with ϕ = 14 and
ϕ = 18 Å, respectively, whereas the dotted line represents the same quantity obtained
using the corresponding fitting values reported in Figure 11a and 11b. The temper-
ature dependence of D ⟨τT ⟩ /T shows that this quantity is constant at higher T , but
increases steeply as T goes below the FSC temperature. Therefore, in the supercooled
region the temperature behavior of D and ⟨τT ⟩ is inconsistent with the SE law, signaling
a marked decoupling between these two transport parameters on decreasing T . In recent
studies on some supercooled liquids, it has been reported that the SE law breaks down as
the glass transition is approached. The water self-diffusion coefficient shows an enhance-
ment of orders of magnitude from that expected from SE [227-231]. These decouplings
of the transport coefficients, observed as a SE violation, have been attributed to the
occurrence of dynamical heterogeneities in structural glass formers [227, 229, 232, 233].
Thus, in supercooled liquids there exist regions of varying dynamics, i.e., fluctuations
that dominate their transport properties near the glass transition. Furthermore, the non-
monotonic variation of D ⟨τT ⟩ /T around the crossover region agrees with the theoretical
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Fig. 22. – The ⟨τT ⟩ (QENS data) as a function of 1/T (a) and the inverse of the self-diffusion
coefficient of water 1/D measured at ambient pressure by NMR (b) for the fully hydrated

MCM-41-S samples with pore diameters of 14Å and 18Å. Solid lines are the VFT law fit of the
experimental data and the dot lines are the Arrhenius law fit (ref. [198]).

findings reported by a recent study of the FSC using a kinetic lattice gas model [234].

The observed breakdown of the Stokes-Einstein relation (BSE) can be described
using scaling concepts, in particular, the law D ∼ τ−ξ, where ξ = α(T )/β(T ) with
α and β being temperature dependent scaling exponents of D and τ , respectively [235].
Recently, it has been shown that for tris-naphthylbenzene (a fragile glass former) ξ = 0.77
[229], whereas a MD simulation of Lennard-Jones binary mixture has given ξ = 0.75
[236]. Figure 23 shows the D vs. ⟨τT ⟩ plot in a log-log scale; triangles represent data
corresponding to temperatures above TL, where water behaves as a fragile glass former,
and squares pertain to the strong Arrhenius region. As it can be observed, the data
clearly show two different scaling behaviors above and below the FSC temperature;
in particular ξ ≃ 0.74 on the fragile side (solid line) and ∼ 2/3 on the strong side
(dashed line). These results agree with those of a recent theoretical study in which the
decoupling of transport coefficients in supercooled liquids was investigated by using two
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Fig. 23. – The breakdown of the Stokes-Einstein relation, D ⟨τT ⟩ /T vs T (inset). Scaling
representation of the BSE in a log-log scale of D vs ⟨τT ⟩ (ref. [198]).

classes of models, one describing diffusion in a strong glass former, and the other in a
fragile one [235]. The main result of this study is that, while in the fragile case the SE
violation is weakly dependent on the dimensionality d, with ξ = 0.73, in the strong case
the violation is sensitive to d, going as D ∼ τ−2/3 for d = 1, and as D ∼ τ−0.95 for d = 3.
On considering the geometry of the used confining system (1d cylindrical tubes, with a

length of some µm and pore diameters of ϕ = 14Å and 18Å), the scalings showed in
Figure 23 compare remarkably well with the findings of theoretical investigation [235],
on both the fragile and strong sides.

10. – The Low-Density-Liquid phase and the water density minimum

Coming back to the FTIR measurements on confined water, the proof that the OHS
spectral component (I) 3120cm−1 represents the LDL liquid phase is given on considering
the temperature behavior of its full width at half maximum (FWHM) measured in the
LDA phase [226] and the one measured in MCM confined water [199]. The inset of
Figure 24 reports such a quantity vs. T in the interval 30 < T < 290K. As it
can be observed, the reported data can be certainly connected with continuity, from
the liquid to the LDA region, by means of a unique analytical curve. The behavior
shown indicates a direct link between the contribution (I) of the OHS spectrum and
the LDL water phase, demonstrating the idea proposed by the LLPT hypothesis of
a striking correspondence between LDA and LDL. Next considerations are based on
the fundamental law of the scattering theory for which the integrated intensity of the
measured spectra I(Q,ω) is directly proportional to the number of the different species
of scatterers. Namely, I(Q,ω) = (N/V )P (Q)S(Q,ω), where P (Q) is the scatterer form
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Fig. 24. – The FWHM values of the OH stretching spectral component I (3120cm−1) vs. T ,
measured in confined water and in the LDA phase [199, 226] (inset). Temperature dependence
of the fractioned relative populations of the LDL, WLDL, (diamonds) and of the HDL, WHDL,
(triangles and circles) water phases. For the HDL phase, NHB (circles) and PHB (triangles)
contributions are reported separately (ref. [244]).

factor, while N denotes the number of scatterers in the scattering volume V . In Figure
24 the fractional relative populations of the LDL,WLDL, (diamonds) and of the HDL,
WHDL, (triangles and circles) water phases, calculated as the ratio of the component
integrated area to the total OHS area, are reported in the interval 30 < T < 373K. For
the latter phase, NHB (circles) and PHB (triangles) contributions are reported separately.
According to the scattering theory, the relative populations are defined as Wi = Ni/N ,
where Ni and N are the number of the particles of the phase i and the total number of
scattering particles, respectively. Data are collected from different experiments: for the
temperature region 30−130K the data come out from the analysis of OHS Raman of LDA
spectra [226], for 183 < T < 303K the data are those obtained on supercooled confined
water [199], whereas for 253 < T < 373K Raman data of bulk water [222,224,225] were
analyzed. It is apparent that the thermal behavior of all three species is continuous across
the different temperature ranges, although coming from different data sets. This is of
relevant interest, especially for the component (I), because it confirms the observation,
in terms of the corresponding FWHM, that it is the LDL liquid phase. As it can be
observed, the NHB and PHB contributions are present at all temperatures, whereas the
LDL phase exists only in the range 30−303K. The LDA phase is dominated by the LDL
species, whereas in the stable liquid phase for T > 303K only the HDL is present. The
PHB population has a maximum at about 303K, decreases on decreasing T in the entire
supercooled region, crosses LDL at about 225K, and finally becomes stable (W ∼ 0.29)
in the LDA phase.
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From these results, it is evident that the HB random tetrahedral network is formed
essentially inside the metastable supercooled regime. It is also important to note that
NHB and PHB are also present in the LDA phase, indicating that the dynamics of LDA
is not completely frozen even at T = 30K, in agreement with experimental observations
[237].

The results reported in Figure 24 have been used to obtain the H2O density and to
explore, by using optical methods, the possibility of a minimum in this thermodynamical
variable. Very recently, the existence of a density minimum in the supercooled phase
has been observed in confined D2O, by using neutron scattering, at the temperature
Tmin = 210± 5K [203]. The idea of a minimum, located approximately 70K below the
temperature of the density maximum Tmd, has been also suggested by MD simulation
studies [77], in which both the TIP5P-E and the ST2 potential models for water have
been used [77, 194]. Such a possibility may also be inferred from simple arguments on
considering the density data of supercooled bulk water, ice Ih and LDA water [180]. After
the maximum, the density of bulk water decreases rapidly with decreasing T before
TH , whereas the ice Ih has a smaller density than that of the liquid and, contrary to
supercooled bulk water, has a normal positive expansivity, i.e., density increases as T
decreases. The same behavior is observed for LDA at its highest temperatures. From
the structural point of view, ice Ih represents the limiting case of a perfectly ordered
tetrahedral network of HB, whereas LDA, that forms from deeply supercooled water,
has a structure that very closely approaches that of a “random tetrahedral network”
(RTN). Thus, ice Ih sets a lower bound for the density that supercooled water could
in principle attain. From these arguments, if the structure of deeply supercooled water
approaches that of a RTN, and if nucleation can be avoided, it is then possible that a
density minimum could occur in the deeply supercooled liquid.

Since only water contributes to the reported OHS spectra, its total density can be
obtained only from the respective densities of its phases: the LDL and HDL. MD simula-
tions [5], and proper neutron scattering data give estimated values of the corresponding
densities [81] : ρHDL ≈ 1.2g/cm3 and ρLDL ≈ 0.88g/cm3. The density of LDA was
experimentally measured as [238]: ρLDA ≈ 0.94g/cm3. Since the LDL phase exists only
for T < 303K, the HDL water is only given for T > 303K by the remaining spectral
contributions classified as NHB and PHB.

Water density was calculated from the fractionated populations WLDL and WHDL

and their individual local densities ρLDL and ρHDL. The W quantities are T dependent
in all the studied liquid regime and also the individual densities may in principle change
with temperature. This may be verified on considering for instance the region T > 303K,
where only the PHB and NHB species contribute to the OHS spectra [222, 225]. Thus,
in the interval 303 < T < 373K, the densities ρPHB and ρPNB can be obtained from the
bulk water density as: ρH2O = ρPHBWPHB + ρNHBWNHB , being the ρH2O(T ) values
well known in the range 239 < T < 423K [239-241]. By considering all the WPHB and
WNHB data points measured in that T interval, the result is: ρPHB ≃ 1.10± 0.02g/cm3

and ρNHB ≃ 0.59±0.02g/cm3. Indeed, these values are temperature independent within
the reported experimental error. This finding is not surprising, considering the literature
data on proton magnetic resonance chemical shift of liquid water in a temperature range
273−363K. This quantity, that as well known, reflects entirely the system local structure,
does not exhibit any singularity or discontinuity in the above temperature range [242].
From this analysis it emerges that: (a) in the considered T range, ρ depends on T only
throughW ; (b) ρNHB ≃ 0.59±0.02g/cm3, according to Kell’s representation [239] of bulk
water density as a function of T , corresponds to the density value of H2O at T ∼ 625K.
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Such a value is smaller than that used (0.66g/cm3 for T = 673K, at a pressure of 800bar)
in a neutron scattering experiment in the supercritical region, where no distinct HB peaks
are observable in the O-H radial distribution function gOH [243]. Thus, the value of
ρNHB reasonably represents that of NHB water, which dominates vibrational spectra in
the region above the critical temperature (C). In addition, ρPHB ≃ 1.10± 0.02g/cm3 is
comparable with the value proposed for the HDL water [81]. Therefore, the contribution
of HDL to the total H2O density, ∆HDL, can be obtained in all the explored T range
(30 < T < 373K), by extending the calculation made for ρNHB and ρPHB to the lowest
temperatures. By using similar arguments the density value of the ρLDL contribution of
that phase, ∆LDL, to the total ρH2O has been calculated. In that case, the H2O density
values at temperatures around Tmd [239] have been considered, obtaining ρLDL = 0.87±
0.02g/cm3 [244], a value that closely matches that proposed by neutron diffraction data
analysis for LDL water [81]. Thus ρH2O has been calculated as ρH2O = ∆HDL +∆LDL

for the temperature interval 30 < T < 370K. Figure 25 reports the plot of the obtained
water density vs. T . For comparison, the values measured in bulk water in the range
239 < T < 423K are also reported [239, 240]. As it can be observed, there is a good
agreement between these “optically-measured” density data and the literature ones for
ρH2O in the supercooled regime (where, contrary to the range 273 − 373K, data were
not used to extract the values of ρNHB , ρPHB and ρLDL). Two findings are remarkable:
the minimum at about 203 ± 5K and the value of ρ = 0.940 ± 0.003g/cm3 in the LDA
phase, nearly the same as that measured in the LDA ice at T = 120K [238]. This
result, together with those obtained for T > 303K, confirms that the LDL and HDL
local structures are essentially temperature independent so that the thermal evolution of
water density comes only from that of WLDL and WHDL. Looking carefully at the data
in the region of deep supercooling (around 250K), it is possible to observe that the data,
evaluated for confined water, are slightly lower than those measured in bulk; this may be
due to the confinement effect of water inside the nanotubes. However, the difference is
not relevant enough to affect the overall result. In the same Figure 25 the ρD2O(T ) data
obtained by neutron measurements [97] and the results of the quoted MD simulation of
H2O with the TIP5P-E potential are also reported. The ρD2O data have been properly
scaled over the ρH2O taking into account the temperature shift of the corresponding [77]
maxima (about 7K) and the absolute value of the ρMax

D2O
. As it can be observed there

is a good agreement in the overall thermal behavior between the ρD2O(T ) and ρH2O(T )
data, with the only difference that ρH2O(T ) includes the densities within the LDA phase.
There is a marked difference between the experimental densities and the MD simulation
ones [77]. It is reasonably possible that, with the use of another water potential, MD
simulation might give more reliable results compared to the experimental ones.

Besides the density minimum, an important result emerges from these experiments by
estimating the derivative of the density with respect to temperature (∂ρ/∂T )P , shown
in Figure 26. As it can be observed, such a quantity (proportional to the thermal ex-
pansion coefficient) has a maximum just at the inflection point between the maximum
and the minimum in ρH2O(T ) where the temperature TL corresponding to crossing of the
Widom line at ambient pressure is located. Different phenomena have been correlated
with the existence of the Widom line, like for example the SEV, the sharp change in
the temperature derivative of the mean squared displacement and the maximum in the
temperature derivative of the number of hydrogen bonds per molecule. As above men-
tioned, the SEV is due to the onset of dynamical heterogeneities whose typical length
scale is a few water molecules size. The maximum in (∂ρ/∂T )P , is thus not influenced
by possible confinement effects. A proof of this argument is represented by the same
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Fig. 25. – The measured ρH2O(T ) vs. T (squares, ref. [244]); the solid and dot lines refer to bulk
densities of H2O and D2O, respectively [239-241]. Triangles represent the ρD2O(T ) measured
by means of neutron scattering [97]. Dots are the bulk density values calculated by the MD
simulation [77]. The open square represents the density of the LDA water at T = 120K [238].
Heavy water densities are properly scaled over the ρH2O ones.

quantity obtained from the density data of pure supercooled bulk water [239] reported in
the same figure as a continuous line. Here, the temperature behavior of water density, in
the supercooled regime, has been described as mainly driven by the LDL phase. Thus,
(∂ρ/∂T )P reflects the change of the local tetrahedral order with respect to temperature.
In addition, it is of relevant interest, from a thermodynamic point of view, that the max-
imum in (∂ρ/∂T )P occurs at the same temperature as the Widom line: the temperature
TL is the locus of the correlation length maximum, whereas the density derivative is
related with the cross-correlation between the entropy and volume fluctuations.

11. – The Specific Heat and the Glass Transition

The glass transition is one of the most studied condensed matter property and rep-
resents today a challenging research argument. Understanding glass formation is not
straightforward, because the existence of a true glass state, distinct from liquid and
solid, remains elusive. A common interpretation of glasses is that they are liquids that
have become too viscous to flow: why does the viscosity of glass-forming liquids increase
so dramatically when approaching the glass transition? Such a phenomenon otherwise
described as “molecular jamming” or dynamical arrest is accompanied by the freezing in
the system of molecular degrees of freedom. Despite decades of research, a clear explana-
tion of this phenomenon, common to materials as diverse as molecular glasses, polymers,
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Fig. 26. – The derivative of the density with respect to temperature (∂ρ/∂T )P . As it can be
observed such a quantity is characterized by a maximum just at the Widom temperature TW ,
indicated by the arrow. (∂ρ/∂T )P , related with the cross-correlation between the entropy and
volume fluctuations, is proportional to the thermal expansion coefficient.

granular matter, and colloids, is still lacking [245-247]. The puzzle of the glass transition
process is that the static structure factor of a glass is indistinguishable from that of the
corresponding liquid, with no sign of increasing correlation length scales accompanying
the transition. Numerical studies and theoretical approaches reveal instead the existence
of collective phenomena with a growing dynamic length scale [248-250] associated with
dynamical heterogeneities [227,229,232,233]. To give an idea, it seems that, as the glass
transition is approached, the system dynamics becomes sluggish, because of increasingly
larger regions in the material that have to move simultaneously to flow. Such a descrip-
tion also clarifies the most important glass transition thermodynamical property like
the glass transition temperature Tg. This “critical temperature” represents the point of
separation of two completely different statistical regions; in the first one, above Tg, the
system is a true ergodic liquid whereas in the region below such a temperature becomes
non-ergodic. In this latter condition the system needs extremely long times, much longer
than the experimental ones, to explore the phase space. Thus, in the liquid side, and also
in its metastable supercooled region, the system is in thermal equilibrium, whereas the
glassy phase is out of equilibrium. This situation has considerable effects on the system
dynamics. The very slow evolution of the glass to the equilibrium is a widely studied and
interesting phenomenon named physical aging [251]. From the scientific point of view it
is very interesting to consider what happens in the system, not only when it approaches
Tg, but also well inside the glass phase (i.e., for temperatures T1 less than Tg).

In real experiments, at the glass transition, the underlying thermodynamics is masked
by kinetic effects, so that static equilibrium measurements cannot be obtained as a result
of diverging relaxation times. The specific heat, Cp, is of particular importance since it
is the basis of the well known Kauzmann paradox, one clear indication that some sort
of transition must occur between the liquid and the glass. The specific heat of the
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supercooled liquid is greater than that of the crystal. If this situation were to continue
to a low enough temperature the entropy of the supercooled liquid would become less
than that of the crystal. In all known cases the glass transition intervenes and Cp drops
at a slightly higher temperature than where this catastrophe would occur.

In the glassy state, molecular motions occur about an equilibrium position at the
potential energy minimum and the probability of the molecules to jump to a new equi-
librium position at some distance is vanishingly small. As the temperature of the glass is
increased, this probability increases; thus, by increasing the temperature of the system
(i.e., approaching the glass-softening T range), when this becomes high enough so that
Brownian diffusion becomes observable on a laboratory time scale, the glass is said to
become a liquid.

In the liquid state, molecules also oscillate around a mechanical equilibrium config-
uration, as in a crystalline solid, and hence a liquid in which Brownian diffusion occurs
has also a solid like rigidity, which is numerically defined by its high-frequency (tera-
hertz) shear modulus. Thus, the molecular dynamics during softening of a glass on
heating, and in the vitrification range of a liquid on cooling, are currently of much in-
terest. In particular, the relations of the dynamics with the thermal energy and the
entropy changes, proposing the specific heat Cp(T ) and its changes as the “observable”,
are of primary significance in the study of the vitrification processes and of the different
phenomena accompanying it. This dynamics has been discussed by means of different
approaches [252-255], including fluctuation of a liquid’s thermodynamic state point in
a potential energy landscape [246, 256-258], the last being a description of how the en-
ergy of a system changes with the geometry of molecular arrangement, particularly with
reference to structural relaxation and viscosity.
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Fig. 27. – The specific heat measured in Glycerol. The maximum gives the clear indication of
the onset of the glass transition.

It is commonly accepted that to the specific heat Cp and entropy of glass contribute
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mostly the vibrational motions, whereas in the liquid phase they have two components:
i) vibrational, arising from change in the force constants and frequency as different en-
ergy levels are occupied with changing T and ii) configurational, arising from change in
the number of arrangements with changing T that the structure of liquid explores [259].
Both contributions change on cooling until the supercooled liquid vitrifies. Thus, Cp of
the glass has mostly a vibrational contribution Cp,vib. On heating through its soften-
ing temperature Tg, this Cp begins to gain the configurational contribution in a time-
and temperature-dependent manner, reaching the full value in the ultraviscous state.
Both the vibrational and configurational parts of an equilibrium ultraviscous state’s Cp

and entropy vary with T . In Figure 27 the specific heat of glycerol measured at con-
stant pressure Cp in a freezing-heating cycle by using a specially designed calorimeter is
reported [259]. It can be used for measurements in both the adiabatic mode and tem-
perature scanning mode, but for the reported data, it was used only with temperature
modulation in the scanning mode. Thus, Cp was measured at different temperatures dur-
ing both the cooling of the sample and heating. The instrument was calibrated by using
dodecane as a standard and absolute Cp values were determined. Measurements made
with different samples showed a reproducibility of better than 0.5% for Cp and 100W
for dH/dt. The glycerol glass transition temperature is Tg ≈ 190K (the temperature
of the Cp maximum just before the jump from the liquid value to that on the arrested
glass phase) and the configurational contribution is roughly represented by the difference
between the Cp values above and below the jump.

The vibrational part in the specific heat is determined by the shape of the potential
function, curvature of its minima, and anharmonic forces of the explored configurational
energy minima. The configurational part is determined by the number of molecular
arrangements or the configurational energy minima that a liquid of a fixed energy and
volume can explore. Thermodynamic properties of a glass should be derivable from the
vibrational partition function, and that of a liquid by configurational and vibrational
partition functions. These concepts are at the basis of the potential energy landscape
description of liquids and disordered solids.

The way a glassy system goes toward equilibrium is then not only an interesting
problem by itself but it is also of great relevance in view of a deeper understanding of the
nature and the underlying physics of the glass phase. Also in this respect, many efforts
have been devoted for understanding the role played by the potential energy landscape
in the equilibrium dynamics of supercooled liquids. The trajectory of the representative
point in the 3N configuration space can be mapped into a sequence of locally stable
points (the so-called inherent structures, IS [260, 261]) that are the local minima of
the total potential energy V : to each instantaneous configuration during the dynamical
evolution of the system one can associate an IS by a steepest descent path in the V
surface. The properties of the IS have been found to be very useful to clarify many
features in the dynamics and the thermodynamics of supercooled liquids [255, 262-264]
in and off equilibrium [265, 266]. Thus a detailed topological analysis of the potential
energy landscape, including all stationary points of V (e.g., minima and saddles) can
give the better representation of the system during the equilibrium dynamics.

11
.
1. The non ergodicity and measurement methods of the specific heat in

glass forming systems. – As previously stated, glasses, due to the loss of ergodicity,
are thermodynamical systems not in thermal equilibrium.

The approaching of the glass transition has a strong dynamical signature, as is seen
in the thermodynamical response functions e.g. the measurements of transport parame-
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ters like viscosity, self-diffusion constant, ultrasonics, relaxation times (coming especially
from dielectric relaxation). These measurements show that the response functions relax-
ation times of the liquid increase rapidly as the glass transition is approached from above.
Such a situation regards, in general, the dynamical arrest and characterizes many differ-
ent systems, not only molecular liquids but also the so called ”complex liquids” disordered
magnets, dipolar glasses, polymers, colloid glasses and granular materials [267-270]. In
addition, the thermodynamic and dynamic signatures are strongly related: as the relax-
ation times of the liquid increase, one must wait an ever longer time for any thermo-
dynamic quantity to attain its equilibrium value. Thus at the Tg and below the time
that the system need to equilibrate himself becomes infinity and consequently relaxation
times diverge and the system physics is dominated by the non-linearity.

The problem, in these conditions, with studying static thermodynamical quantities
such as Cp, is that their significance changes in an temperature interval near Tg, where the
system falls out of the equilibrium. In addition there is also the following problem: how
does one interpret a quantity, such as Cp in a non-equilibrium state? This is the typical
situation in which the dynamics of how a measurement is performed affect the measured
values. Thus, if one wants to study well-defined equilibrium quantities in the liquid state,
and still learn something about the glass transition, then he must look explicitly at their
dynamic behaviors. It must be also noticed that in this situation these measurements
were not in the linear-response regime, so that non-equilibrium and non-linear behavior
could get intervened.

A way to obtain more information, than conventional experiments on Cp, is the use of
a technique that, working in a complex situation like that, enables the measurement of the
linear response of the sample to a small perturbation from equilibrium. Technically the
traditional measurements of the specific heat Cp involve cooling or heating the sample
at a constant rate. But the temperature at which the specific heat changes abruptly,
signaling the equilibrium-to-nonequilibrium (and viceversa) crossover (Tg), is strongly
dependent by the heating/cooling rate of the experiment [50]. In fact, when the system
is cooled slower, Tg is lower because the system has more time to equilibrate at each
temperature.

A technique just developed to approach these problems is the so called ”specific heat
spectroscopy” [271]. The technique, invented to measure the frequency (ω) dependence
of Cp also allows the measure of the enthalpy (h) derivative ∂h/∂T , and the real and
imaginary part of the specific heat, C ′

p and C ′′
p , respectively. It must be emphasized that

the technique was arranged to study the dynamics of the liquid, not that of the glass.
The main aim, of the use of such a calorimeter was to show that the thermodynamic, as
well as the relaxational properties of the glass transition, are apparent in the equilibrium
state and also to test whether the relaxation times probed by specific-heat spectroscopy
are the same of those probed by other techniques such as dielectric spectroscopy. Only by
working in a large frequency range (five decades) it is possible to probe the linear response
of supercooled liquids to small perturbation from the equilibrium and to obtain, by means
of calorimetry, thermodynamic information on the zero frequency (by the extrapolation
of the obtained data).

The frequency dependent Cp(ω) is defined (like the dielectric constant or the com-
pressibility) as a dynamic susceptibility. The well known relation for which the heat that
the system can adsorb from its surroundings for a ∆T change (q) is equal to the change
in enthalpy h per volume, q = h = Cp∆T , is an equilibrium expression. In general,
however, h is a function of the time, t, after a T change. Such a situation is evident
by considering that the system contains some degrees of freedom that relax slowly to
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equilibrium. For a T step at t = 0:

(25) q(t) ≡
{

0 for t < 0
{Cp∞ + (Cp0 − Cp∞) [1− Φ(t)]}∆T for t > 0

where Φ(t) is a relaxing function describing the slow time dependent degrees of free-
dom (with Φ(0) = 1 and Φ(∞) = 0) whereas Cp∞ includes the faster ones and Cp0 is the
equilibrium specific heat. In the case that T (t) stays close a certain value, Cp0 and Cp∞
will be constant:

(26) q(t) =

∫ t

−∞
dt′ {Cp∞ + (Cp0 − Cp∞) [1− Φ(t− t′)]} ∂T (t′)/∂t′

Obviously, as the linear susceptibility, Cp can be measured in the t as well as in the
ω domains; the integration and the Fourier transform of the Eq.(26) will give:

(27) q(t) = Cp(ω)T (ω) with Cp(ω) = Cp∞ + (Cp0 − Cp∞)

∫ ∞

0

−∂Φ(t)/∂teiωtdt

The static specific heat is then Cp(ω = 0) = Cp0. If the system has some slowly
relaxing degrees of freedom (Cp0−Cp∞ > 0), then Cp(ω) must be a complex susceptibility.
The heat oscillations lag in phase behind the T oscillations whenever the inverse of the
measurement frequency is comparable to the characteristic relaxation time of slow modes.
The real and imaginary parts of Cp(ω), obey the Kramers-Kronig relation and can be
related to an equilibrium t-dependent correlation function. The static specific heat is
related with the entropy fluctuations, whereas at constant P these are proportional to

the fluctuations of enthalpy, hence Cp = V/kBT
2
⟨[
h(t)− h

]2⟩
; being in the liquid

ergodic phase the angular brackets can be thought of either as an ensemble average
or as a time average, and h is the average of the h(t). In terms of the fluctuation-
dissipation theorem such a result can be generalized giving a dynamical susceptibility.
The dynamics which governs how a system responds to an external perturbation are
the same as those which govern how spontaneous fluctuations decay. If the slow and
fast modes are explicitly included in the relaxing function the complete form is: Φ(t) =⟨[
h(t)− h

] [
h(0)− h

]⟩
/
⟨[
h(t)− h

]2⟩
. The ω-dependent specific heat will be then

(28) Cp(ω) =
(
V/kBT

2
) ∫ ∞

0

− d

dt

⟨[
h(t)− h

] [
h(0)− h

]⟩
eiωtdt

At temperatures below the Tg, where due to tunneling effects the specific heat has
a ω-dependence, also supercooled liquids have such a property. In that case Cp(ω) has
mainly two contributions: one which equilibrates quickly, and another which equilibrates
more and more slowly as the dynamical arrest is approached.

The traditional adiabatic method of measuring Cp consists of applying a short heat
pulse to a well isolated sample and then measuring the temperature increase after the
heat has diffused in the sample. Alternatively, adiabatic measurements in the frequency
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domain are possible by applying a sinusoidal current at a frequency ω and measuring
the consequent T oscillations at that frequency. In either case the measurement time
must be long if compared with the sample thermal-diffusion time τD. For a distance d
that heat must traverse is τD = Cpd

2/κ (with κ the thermal diffusivity). One has also
to consider that the measurement time must be short compared with the time τext it
takes the sample temperature to decay back to the temperature of the surrounding heat
bath. Then τD << 1/ω << τext. This is a constraint for a correct measurement of
Cp. However, on approaching the arrest, relaxation time diverges so that the interest
is to cover as wide a ω-range as possible. The Cp spectroscopy is essentially based
on heat diffusion from a heater which is producing a heat flux sinusoidal in time, and
which is immersed in a bath of the liquid to be studied. With a proper geometry the
temperature oscillations at the heater will be simply related to the thermal properties of
the surrounding liquids. The apparatus is made as follows: a current of frequency (ω/2)
passes through the heater I(t) = I0 cos(ωt/2). The power dissipated in the heater has
two components, a dc component (producing a constant temperature gradient in the cell)
and a second one oscillating at frequency ω (that originates a diffusive thermal wave):

(29) P (t) = (I20R/2) [1 + cos(ωt)]

the temperature of the heater oscillates at the frequency ω of the heat oscillations T =
Tdc + Tω cos(ωt − φ), Tdc is the heater average temperature and Tω is the oscillations
amplitude. The phase lag φ depends both on the geometry and on the thermal properties
of the medium. Being the resistance of the heater (a metal) dependent on T , it has a
small component that oscillates at the same frequency of the T oscillations:

(30) R = Rdc +Rω cos(ωt− φ)

(31) Rω = αRdcTω

where α is the temperature coefficient of resistance of the heater. The resulting voltage
across the heater is the product of the current traversing it (at a frequency ω/2) and its
resistance (which has a small ω component). The mixing of these two frequencies gives:

(32) V (t) = I(t)R(t) = Vω/2 cos(ωt/2− φ′) + V3ω/2 cos(3ω/2− φ)

where Vω/2 = I0Rdc plus a small contribution coming from mixing I0 and Rω; moreover
V3ω/2 = I0Rω/2 and proportional to Tω. A special experimental care to measure the small
voltage V3ω/2 in the presence of the much larger Vω/2 is necessary; a typical frequency
interval available with such a technique is : 0.01 < f < 6 kHz, (ω = 2πf) [272].

To complete the description of such an apparatus, it must be considered the heat-
diffusion process. The heat density q (or entropy density times T ) is related with the

heat current jq by means of the expressions
·
q +∇ · jq = 0 and of jq = −κ∇T (κ is the

thermal conductivity) that combined give
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(33)
·
q = κ∇2T

By considering that
·
q = −iωq(ω) = −iωCp(ω)T (ω) it follows that

(34) −iωCp(ω)T (ω) = κ∇2T

representing a differential equation simple to solve by considering in a proper way the
appropriate experimental geometry; the simplest are that of a plane [271] or cylindrical
[272] heater. In the first case it can be assumed that the heater (having infinite area and
zero thickness) lies in the x = 0 plane; a window glass substrate over which is placed the
heater fills the region x < 0 and the liquid surroundings the heater fills all the space for
x > 0 .The heat flux from the heater (equal to the power dissipated for unit area of the
heater) is jq(t) = Re(j0e

−iωt). With the boundary conditions T → Tdc as x → ±∞ the
steady-state solution of the Eq. (34) is:

(35) T (x, t) ≡ Tdc +

{
Re

{
T (x = 0, ω) e−kxe−iωt

}
for x > 0

Re
{
T (x = 0, ω) eksubxe−iωt

}
for x < 0

T (x = 0, ω) = Tωe
iφ is the complex amplitude of the temperature oscillations on the

heater. k is the thermal wave-vector describing the diffusive waves

(36) k =

(
ωCp

κ

)1/2

e−iπ/4 =

(
ωCp

2κ

)1/2

(1− i)

The substrate wave-vector ksub has the same form of k except that it contains the same
thermal parameters of the substrate Csub and κsub which are real and frequency indepen-
dent on the contrary of Cp and κ (the liquid parameter) that are in principle complex
and frequency dependent. T (x = 0, ω) can be obtained from the boundary condition
relating jq with ∇T at x = 0. On considering the experimental geometry and the two
heater sides one can write:

(37) jq (t) = κsub
∂T

∂x

∣∣∣∣
x→0−

− κ
∂T

∂x

∣∣∣∣
x→0+

By considering on Eq. (37) the results on T (x, t), Eq. (35) the obtained solution is,

(38) T (x = 0, ω) =
j0

(κk + κsubksub)
=

j0e
iπ/4[

(ωCpκ)
1/2

+ (ωCsubκsub)
1/2

]
To have Cpκ it is necessary to measure the substrate contribution Csubκsub (making
a measurement with the cell empty) over the whole T range of the experiment. The
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subtraction of this contribution from the data obtained with the full sample cell gives
Cpκ of the sample. In some cases, like the calorimeter in the cylindrical geometry, to
subtract the substrate contribution two identical cells working in parallel are used, one
with the sample and the second one empty; in such a case the subtraction is made in
real time.

From Eq. (38), in the case of Cp and κ real and ω independent, as they are in a
normal liquid far from the arrest, it follows that the amplitude of the T oscillations will
be ∼ ω−1/2, and their phase lag will be φ = π/4 with respect to the heat oscillations.
There are two criteria to determine the performance of the plane heater. As the sample
approaches the glass transition region, Cpκ becomes complex and ω dependent and,
due to the complex specific heat, the phase lag deviates from π/4; also the amplitude
of the thermal oscillation no longer varies as ω−1/2. It must be stressed that with such
a geometry (plane heater) the product Cpκ rather than just Cp is measured, as do the
conventional adiabatic measurements. Figure 28 illustrates such a situation, in the
supercooled propylene glycol for some different frequency values [271].

Fig. 28. – The real and imaginary part of the specific heat,Cpκ, measured in propylene glycol
as a function of the temperature [271].

Instead in the case of a specific-heat spectroscopy, in which it is used a cylindrical ge-
ometry working with a differential cell configuration (like a differential scanning calorime-
ter DSC), the complex Cp(ω) is measured. This type of calorimeter named temperature
modulated scanning calorimetry (TMSC) is a heat modulated variant of the DSC. In
fact it consists (like the DSC) of two identical measuring cells one containing the liquid
sample and the second, acting as a reference, is kept empty. The difference with the
DSC is in the operation way working the TMSC in modulation of temperature. The cells
are in fact heated by a sinusoidal power signal, P (t) of known amplitude and frequency,
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superimposed on a constant value P0 = I20R/2, such that P (t) = (I20R/2) [1 + cos(ωt)].
Thus in the TMSC the rate of that part of the heat stored or released which reverses with
reversal of the temperature is measured. The components of the complex heat capacity
oscillating in-phase, C ′

p, and out-of-phase, C ′′
p , with the temperature during the modula-

tion cycle are calculated. The two components are related to the modulation amplitude,
and the modulation period, 1/f .

This type of instrument within the framework of linear response, can be described
as an electrical circuit with distributed loss and storage components. The complex tem-
perature Tx of the cell sensor is related to the complex equivalent electrical admittance
Y = iωCp by Tx − T0 = AY/(1 + BY ) where T0 is the complex temperature of the
cell without the sample and A and B are the instrument’s constants which are ω- and
T -dependent.

In DSC heat capacity Cp,DSC is measured from the rate of heat flow and calculated
as:

(39) Cp,DSC = β−1 dh(T, t, xi)

dt

where (dh(T, t, xi)/dt) is the measured rate of enthalpy change and β is the temperature
scanning (heating or cooling) rate. This form can be generalized by taking into account
other time-dependent quantities, for example: (i) the temperature T and (ii) the mole
fraction of the material xi undergoing some physical change. Therefore:

(40) Cp,DSC =

[
∂h

∂T
+

(
∂h

∂xi(T )

)(
dxi
dT

)]
+
(
β−1

) [∂h
∂t

+

(
∂h

∂xi(t)

)(
dxi
dt

)]
where ∂h/∂T is the true thermodynamic heat capacity at the equilibrium (∂h/∂T = Cp).
Thus Cp,DSC measures together the true Cp and all the other possible contributions
coming out, for example, from the fact the system is out of the equilibrium or changes
its physical properties. This explains the reason for which Cp,DSC is also reported as
the apparent specific heat i.e. Cp,DSC = Cp,app. In Figure 29 typical results of the
measured Cp,app are reported.

However, the comparison of the data obtained from the DSC and TMSC techniques
is simpler when C ′′

p = 0, as for liquids far from the arrest; in that case, the magnitude
of C ′

p is given by the first term in the square brackets in the right-hand side of the Eq.
(40). Hence,

(41) Cp,app = C ′
p +

(
β−1

) [∂h
∂t

+

(
∂h

∂xi(t)

)(
dxi
dt

)]
According to the generalized form of Cp,app three conditions for the occurrence of a
chemical and/or physical process in terms of the enthalpy change can be identified:

(a) When (∂h/∂xi) = 0, or when (dxi/dT ) = 0, and the quantities (dxi/dt) = 0
and (∂h/∂t) = 0, i.e., there is neither a chemical nor a physical process for producing
a temperature and time-dependent change in the enthalpy. In this case, the measured
value of Cp from a DSC experiment is given by Cp,app = C ′

p = ∂h/∂T ;
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Fig. 29. – The specific heat measured in 5-Methyl-2-Hexanol in two different thermal rates
(60K/h and 12K/h). The thermal cycle procedure used is represented in the figure by the
arrows: the sample has first been cooled and afterwards heated [274].

(b) When (∂h/∂xi) ̸= 0, or when (dxi/dT ) ̸= 0, but (dxi/dt) = 0 and (∂h/∂t) = 0,
i.e., there is a fast reversible (chemical or physical) process that restores the original
state of the sample at any time within the time period of the temperature modulation
cycle, and there is no irreversible (physical or chemical) process. Therefore, the last term
in the square brackets in Eq. (40) is zero. In this case, the measured value is given by
Cp,app = ∂h/∂T + (∂h/∂xi(T ))(∂xi/∂T ) = C ′

p;
(c) When(∂h/∂xi) ̸= 0, or when (dxi/dT ) ̸= 0, but (dxi/dt) ̸= 0 and (∂h/∂t) ̸= 0,

i.e., there are slow and irreversible (chemical or physical) processes that occur at that
T , i.e., the rate of these processes is slow such that the original state is not restored
during the modulation cycle, and there is also a time-dependent enthalpy arising from
an irreversible (chemical or physical) process. In this case, Cp,app ̸= C ′

p. This situation
is illustrated in Figure 30 for some alcohols in the glass transition region, in the same
figure is reported the measured C ′′

p .
These data of C ′

p and C ′′
p are obtained from the temperature modulated calorimetry
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Fig. 30. – The real and imaginary parts of the specific heat measured during the cooling and
heating at a rate of 12 K/h [274].

where the real (in-phase component) C ′
p and the imaginary (out-of-phase) component

C ′′
p of the complex heat capacity were calculated from the equation, Cp = C ′

p − iC ′′
p . In

the case of a water solution of a protein (lysozyme, a small globular protein of 129 amino
acid residues,) there is the condition C ′′

p = 0 being, in fact, very far from a condition
of dynamical arrest. However, as it will be discussed in the next calorimetric data it
reveals in a very deeper way the important phenomenon of the protein folding/unfolding
process, determinant in biology. Figure 31 illustrates such a situation [273].

11
.
2.Other calorimetric methods and the water heat capacity . – As previously

said one of the unusual behaviors of water regards just the way in which it forms a
glass. According to the previous discussion the way in which the system adsorbs (or
releases) the thermal energy (heat capacity and enthalpy behaviors), as a function of
the thermodynamical variables, may be considered a signature of the glass transition
phenomenon. In fact at the vitrification the liquid translational and rotational degrees
of freedom, by which the system absorbs energy and flows, are arrested and thus its
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Fig. 31. – The specific heat measured in glycerol. The maximum gives clear indication of the
onset of the glass transition.

specific heat suddenly drops. The heat capacity changes thus at the glass transition
temperature, Tg, from a high value, characteristic of a liquid, to a value characterizing
a solid (with only vibrational degree of freedom) and there is usually a big difference,
making it detectable. We must notice that a definitive proof that these specific heat jumps
(and maxima) are due to the glass transition can only be given if the physical effects
(like aging) due to the transition in non-ergodic states are also observed. However, if
compared with other molecular liquids, water is also strange on this regard; in fact, the
glass transition signature in the measured specific heat is so weak that the assignment of
its Tg is controversial [5,277]. In particular it is possible that: 130 < Tg < 160K [30,31].
The glass transition has also flow consequences: below Tg in the supercooled metastable
regime, the substance, when stressed, flows like a liquid (but it flows very slowly), whereas
in the glass phase it bends elastically like a solid. As it is well known, glass forming liquids
can be divided in two main classes: fragile and strong [278]. In a fragile glass the change
in heat capacity at Tg happens very sharply and is completed in just a few degrees. In
fact, the relaxation time (τ) of a fragile liquid changes very rapidly with temperature,
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in VFT fashion; instead in strong materials (with high Tg values) it takes hundreds of
degrees to complete the transition. Some authors consider water, near its Tg, to be a
strong glass forming liquid [181,182], whereas for others it is a very fragile system [279],
depending on the temperature and the cooling rate. Still others think it is both [186]. In
any case, the temperature behavior of the water viscosity in the supercooled regime [280],
as it can be observed from Figure 33, can be represented by means of a VFT equation
with the indication, at least in this regime, that water is a fragile glass former.

Fig. 32. – The water viscosity temperature dependence plotted in a log-lin scale vs 1/T.

However, it is very important to focus the attention on both the regions of the water
phase diagram in which the specific heat Cp of liquid water has been measured. Figure
33 reports the temperature behavior of Cp measured in bulk water (down to 244.5K),
where the obtained data are fitted according to the scaling law: Cp = A((T−Tc)/Tc)−x+
B (with A = 0.44, B = 74.3, Tc = 222K and x = 2.5. [281].

Specific heat data are available in all the temperature range except the No-Man’s
Land. In particular, data are available in the supercooled region (T > 236K, limit
of supercooling), in the region of H2O vapor deposit (with Tg ∼ 136K) and in that
of the hyper-quenched (LDA) glassy water (estimated Tg ∼ 165K), i.e., for 30 < T <
150K. In this second case the estimated Tg value is given by the following considerations:
studying the thermal behavior of hyperquenched LDA when heated toward its Tg, it
has been noticed that the release of heat (enthalpy relaxation) does not occur until
the sample is very close to its glass transition temperature [30, 31]. Such a behavior
is contrary to what is observed in many other glass-forming liquids, in which thermal
relaxation begins at lower values of T/Tg. Normal behavior is restored only if to water’s
Tg is reassigned a value of 165K [30, 31]. This reassignment is controversial because
spontaneous crystallization to cubic ice (Ic) at around 150K precludes direct observation
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Fig. 33. – Heat capacity of bulk water measured as a function of temperature. Different symbols
deal with the two studied samples; the full line is the curve fitting the experimental points [281].

of this higher Tg. It is of interest that in this low temperature region the Tg values of
some molecular and ionic water solutions are also found (Figure 1 of [31] gives a nice
reproduction of such a situation). A comparison is possible between the calorimetric
data measured in these solutions and the ones measured in pure laboratory water. Thus,
if the change in the heat capacity (∆Cp) at the Tg of these molecular and ionic water
solutions (see e.g., Figure 1 of [31]) are compared with that measured in pure laboratory
water at Tg = 136K [282, 283], it emerges that the pure water ∆Cp is only 2% of that
of its solutions [284]. The solution of hydrazine N2H4 has a maximum at Tg ∼ 140K
with Cp ∼ 75Jmol−1K−1, a value that is higher than that of the LDA water [31] but
lower if compared with the one measured in water in the region immediately below its
freezing point. These latter water data, obtained in an emulsion [4, 284, 285] of about
1µM , have been criticized as artificial [286]; lately it has been established as correct
by bulk water (large samples of extreme purity) studied up to a temperature of 243K
[281]. Calorimetric data of water confined in emulsion and data of pure bulk water are,
within the experimental error, about the same and are characterized by a diverging-like
behavior; in particular they have been fitted by means of a proper scaling-law [281]. In
the emulsified water at the lowest studied temperature (T = 236K) Cp ∼ 103Jmol−1K−1

was measured, a value higher than the maximum of the water-hydrazine solution. Such a
result gives an idea of the challenging research results that can be found in the No-Man’s
Land gap if calorimetric studies, for the case in which water does form the HB network
but does not crystallize, are possible. The question is fascinating because we can look
for behaviors along a continuous path in Cp(T ) between the large and diverging value of
the supercooled liquid phase, and the tiny value at 130− 150K.
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The problem of how water should behave if crystallization did not occur inside the
No-Man’s Land gap have now a direct route: i.e., by studying its properties in nanoscopic
confinements. There is a large literature for calorimetric experiments in confined water
in the very supercooled regime [210, 211, 287-291]. Many of these have been devoted
to study water at different hydration values, more precisely the behavior of water near
the pore surface. Only recently the heat capacity of nanoscopically confined water was
reported by using the adiabatic method [292,293]. Such a technique is especially sensitive
for a situation like that of water in which the specific heat jump (connected with the glass
transition) is small or occurs in a wide temperature range. The method is based on the
specific properties of a glass accompanying the aging phenomenon. In these experiments
different confining materials like silica gels CARiACT Q-50, Q-10, Q-6, and Q-3 [292] and
MCM-41 [293] nanotubes of different pore sizes have been used with the aim to separate
the properties of the “surface” water from those of “internal” water. In order to consider
such a situation, these samples are different from the ones used in previous experiments;
in fact on the contrary of MCM-41-S nanotubes, the actual confining materials used in
these calorimetric experiments are characterized by the presence of silanol groups.

The first adiabatic calorimetric study was carried out for water (H2O and D2O)
confined within the voids of silica-gel materials CARiACT Q-50, Q-10, Q-6, and Q-3,
having the following average pore diameters ϕ = 52, 12, 6 and 1.1nm, respectively [292].
The data analysis is performed according to the idea of a separation between the pore
wall water (interfacial) and the one located at the center of the pores. The obtained
results have been summarized originally in such a way. Most of the water was found to
crystallize within the pores above about 2nm in diameter, but for pores less than about
1.6nm in diameter it remains in the liquid state down to 80K. In particular Oguni
and coworkers found that: internal pores water aggregates undergo a glass transition at
160 and 165K for ordinary and heavy water, respectively, and the interfacial water on
the pore wall which exhibits a glass transition over the range 115 − 139K, is composed
roughly of one layer. It is suggested that the glass transition of bulk supercooled water
takes place potentially at 160K or above due to the development of an energetically more
stable HB network of water molecules at low temperatures.

The presence of a calorimetric glass transition may be ordinarily identified through
finding a heat-capacity jump in the DSC. However, like in water, it is rather difficult
to identify it when the heat-capacity jump is small or occurs in a wide temperature
range. It is however interesting to consider, after the frequency dependent calorimeters
[271, 296], also adiabatic calorimeters [294], instruments that operate by means of the
direct observation of the enthalpy relaxations by means of different thermal rates.

However, before to give details on such a technique, it’s important to spent some words
on the fact that such a method, is based on analogous physical effects accompanying the
aging phenomenon, and is thus valid to give additional information on Tg. Ordinarily,
measurements are carried out by heating (or cooling) the sample in the intermittent way
under adiabatic conditions [294]. The sample temperature is followed to determine the
initial temperature Ti, increased at a certain rate R (e.g., 0.1K/min) with the supply
of electrical power P , and then followed again to determine the final one, Tf . In these
conditions the heat capacity is evaluated as Cp = P/(Tf −Ti). When the sample absorbs
(or releases) heat, to reach the equilibrium state, a spontaneous temperature drift dT/dt
is observed. The enthalpy relaxation rate is then evaluated by an equation (−dH/dt) =
Cp(dT/dt). Figure 34 illustrates how the H relaxation is observed in the Tg region
(especially below it).

In the glass transition region the equilibrium configurational enthalpy decreases with
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Fig. 34. – Relationship between a) the relaxation time τ , b) the enthalpy H, and c) the spon-
taneous enthalpy-relaxation rate −dH/dt as a function of T , observed in the dynamical arrest
region with a single characteristic time for the molecular rearrangement. Tg was determined
empirically as the point at which the rapidly cooled sample showed a change (against tempera-
ture) in dH/dt from positive to negative and the slowly cooled sample showed a minimum dH/dt
value [295].

decreasing the temperature; at the same time, by decreasing T the molecular configu-
rational relaxation time τ increases. At the glass transition, relaxations proceed from
non-equilibrium to equilibrium states. Due to the system’s non-ergodicity, the non-
equilibrium states at a certain constant temperature and the corresponding rate of en-
thalpy relaxations, are strongly dependent on the sample thermal history, such as the rate
of pre-cooling. Figure 34 illustrates this. When the liquid vitrifies through rapid cool-
ing, τ deviates from the equilibrium dependence at relatively high temperature, and H
becomes much higher than for the equilibrium situation (Figure 34a). From this rapid
cooling (or quenching) the configurational structure is frozen to the one corresponding
to a high temperature and the associated enthalpy, will result rather higher than for the
equilibrium situation (Figure 34b).
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Vice-versa when the temperature of the glass is increased, τ becomes short and grad-
ually approaches an observable timescale (e.g., 102 < τ < 106 sec). The T -increase
corresponds to the situation when H starts to relax and decreases toward its equilibrium
value (Figure 34b) and an exothermic enthalpy-relaxation effect is observed. −dH/dt
increases with an increase in temperature due to the shortening of τ (Figure 34c). A
further T -increase results in the H crossing the equilibrium line at around Tg and taking
on smaller values than at equilibrium. Therefore, −dH/dt exhibited a positive peak,
became zero at the crossing of H with the equilibrium line, and then took on negative
values (Figure 34c). As the temperature was increased further, τ became shorter and
shorter and the liquid exhibited no relaxation phenomenon in the experimental timescale,
consequently dH/dt returns to zero, while the glass reached its equilibrium state.

If the liquid will be vitrified through a very slow cooling, τ and H deviated from their
respective equilibrium lines at relatively lower T ′s with H considerably lower if compared
with the previous situation of fast cooling.

Also in that case, upon heating the liquid, an endothermic enthalpy relaxation ap-
peared after H crossed the equilibrium line and took on lower values than at equilibrium;
−dH/dt exhibited a negative peak. As τ became shorter with increasing T , H, which
had deviated below the equilibrium line, gradually returned to it at essentially the same
temperature as in the case for the rapidly cooled liquid. A kind of hysteresis loop is
obtained in the relaxation rates depending on the pre-cooling rates. This is just the
calorimetric characteristic of a glass transition and has the same physical origin of the
phenomena observed in the aging processes. These observations of a set of exothermic
and endothermic −dH/dt values for the rapidly and slowly cooled samples, respectively,
indicate the presence of a glass transition [297, 298]. The Tg value is empirically deter-
mined as the temperature at which the rapidly cooled sample showed a change (against
temperature) in −dH/dt from heat-evolution to heat-absorption effects, and the slowly
cooled sample showed a maximum in the heat-absorption effect [295,298]. In particular,
in the case of vitrified ice well defined maxima are observed in the Cp/T at different
temperature (around 110K) depending on the temperature samples treatments.

By using such a technique in water confined in silica-gel materials (CARiACT Q-50,
Q-10, Q-6, and Q-3) [292] and MCM-41 [300], the T dependence of the heat capacity
(Cp), Figure 35, and the enthalpy relaxation rates −dH/dt or the rate of spontaneous
heat release or absorption are thus separately measured Figure 36. In any case it is just
this latter quantity, measured in the thermometry periods of heat-capacity measurements
upon intermittent heating, that gives the correct indication of the water glass transition
temperature . In these experiments the enthalpy relaxation −dH/dt was evaluated as
−dH/dt = Cp(dT/dt)/nW in which Cp is the measured heat capacity and nW is the
amount of water within the pores. In both the cases of H2O and D2O when the sample
was cooled rapidly in this temperature range before measurement, heat-release (posi-
tive −dH/dt) and then heat-absorption (negative dH/dt) effects were observed in the
measurements. When the sample was cooled slowly, on the other hand, only the heat-
absorption effect was observed. This dependence reflects the enthalpy relaxation of the
water due to its structural change and is characteristic of a glass transition as described
above. The Tg values, at which τ becomes 1k sec, were estimated to be: 119, 124, and
132K for the ϕ = 6, 12, and 52nm pores, respectively, according to the empirical relation
stated above. In the case of the 1.1nm pores, two sets of heat release and absorption
effects were found in the ranges 90− 130 and 130− 170K, indicating the presence of two
glass transitions. The Tg values were estimated in the same way to be about 115 and
160K. The rate of spontaneous heat release or absorption observed for confined heavy
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water are quite similar to that for ordinary water.

Fig. 35. – Heat capacities of mixtures of water and ice confined in silica gel of a) 1.1 − nm, b)
6−nm, c) 12−nm, and d) 52−nm average pore diameter [293]. Lines represent the literature
results of bulk water and ice [299], and filled circles a) represent the data obtained for the sample
cooled to 235K and measured in the heating direction.

It must be stressed that a very large dominant peak is observable in Cp. Calorimetry
was performed in the heating direction with repetition of energy supply and thermometry
periods under adiabatic conditions. Most of the water crystallized as ice on cooling before
measurement in the cases of the pores with 6, 12, and 52nm average diameters. In the
1.1nm pores, as there was a certain pore-size distribution present, only a small part of
the water crystallized; the majority remained in the liquid state down to 80K. This large
dominant Cp peak is observable in the heat capacities experimentally derived from the
mixture of ordinary water and ice confined within ϕ = 1.1, 6, 12, and 52nm pores, and
is found to be dependent on the pore size in the temperature region 260− 270K. It was
considered to be mainly due to fusion of ice [210, 301, 302]. In the ϕ = 1.1nm pores, a
small hump at 227K and a peak at around 240K were found. Given that the data around
227K are smoothly connected with those of the sample that was cooled only to 235K
and expected to remain entirely in the liquid state, the hump at 227K may reflect the
order/disorder process of water molecules in the liquid state [4], and the peak at around
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Fig. 36. – T dependence of the rates of spontaneous heat release and absorption, observed
in the heat-capacity measurements in water confined in pores of silica gels (Data from Ref.
[293]). Average pore diameter: a) 1.1nm, b) 6nm, c) 12nm, d) 52nm. Open circles: sample
cooled rapidly at around 5Kmin−1 before the measurements, dots sample cooled slowly at
10mKmin−1. The observed behavior in the heat-evolution for the rapidly and slowly cooled
samples are characteristic of a glass transition.

240K is attributed to fusion of ice [210,301,302]. In that work the heat capacities derived
from a mixture of heavy water and ice confined within ϕ = 1.1, 6, 12, and 52nm pores,
are also reported. The corresponding behavior resembles that of ordinary water, except
that the temperatures of fusion are a little higher than those of H2O in the respective
pores. The situation in MCM sample with ϕ = 1.2, 1.6, and 1.8, pore size for −dH/dt
and Cp is reported in Figure 37 and Figure 38 [300].

Figure 38 shows the results of molar heat capacities Cp of the water confined within
the MCM-41 nanotubes of 1.2, 1.6 and 1.8nm in diameter. Whereas the crystallization
is observed, as shown from the enthalpy of fusion, for water within the 1.8nm, in the
cases of 1.2 and 1.6nm pores water remains liquids up to about 160K. According to the
previous analysis for water confined in silica gels, glass transitions are observed at about
115, 165K and only in the case of water confined in 1.6nm pores at about 205K. Figure
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Fig. 37. – Spontaneous enthalpy release and absorption rates of the water confined within
nanopores of silica MCM-41 with the following pore diameter: 1.2 − nm (diamonds) 1.6 − nm
(circles) and 1.8− nm (squares) [300].

40 represents another result obtained in water confined in silica gel voids of ϕ = 1.1nm,
(CARiACT Q-3) ; in particular, data of the emulsified water are also reported [4].

Very recently [31] Austen Angell gave an interesting analysis of these calorimetric
data of nano-confined water. He stated that the form of the excess Cp(T ) reported
in these latter experiments is completely different from that of common glass formers,
but resembles that of the classical order-disorder transition. In particular, the case of
H2O confined in the ϕ = 1.1nm pore size system and the total Cp component of the
water internal to the nanopore (and its peak at about 225K) is considered. Angell’s
observations are the following:

i) the measured heat capacity is remarkably similar to that given by a thermodynamic
analysis (i.e., the molar excess heat capacity of supercooled water deduced by
assuming phase continuity of supercooled water and vitreous ice and requiring
adherence of water’s properties to the first and second laws of thermodynamics
through “No-Man’s Land” [182]);
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Fig. 38. – The molar heat capacity Cp,m measured in water confined in silica nanotubes (MCM-
41 samples with a pore diameter of 1.2, 1.6 and 1.8nm). The results are compared with specific
heat data of ice and bulk water (T ≥ 270K) [300].

ii) a reversible behavior and thus the indication that the peak appearance is a liquid-
state phenomenon, not a glass transition;

iii) the form of the excess Cp of water reported in the 1.1nm pores is completely
different from that of common glass formers but resembles that of the classical
order-disorder transition seen in superlattice alloys and rotator phases.

Angell’s analysis comes out from the comparison of the pure water vitrification with
that of molecular solutions rich of water and by considering, for the explanation of the
low-temperature water behavior, a directly compatibility among the thermal behavior of
water and that of the rotator phase of the fullerene C60, which is dielectrically active in its
crystalline state. In fact, in fullerene, studied by using different techniques [303-305], the
total heat capacity exhibits a sharp peak at 250K (the rotator phase) and a heat capacity
anomaly (a tiny step) at about 90K. The first one (250K peak) has been identified as
a λ transition, and the tiny step at 90K is identified as the ergodicity-restoring glass
transition. Thus, according to such an interpretation, it is an order-disorder transition
that drives the thermal behavior of nanoconfined water, i.e., a class of transition seen
in molecular and ionic crystalline materials. Thus, whereas the true glass transition
occurs at a very low temperatures Tg ∼ 160K the reversible sharp peak (≈ 225K) is
due to the order-disorder transition. Although in the case of the ϕ = 1.1nm pores, two
sets of heat release and absorption effects (−dH/dt) were found, indicating the possible
presence of two glass transitions, with the corresponding Tg values estimated to be 115
and 160K. However, for samples with ϕ > 1.1nm essentially all the water crystallizes
in the range that goes from 240K to Tm and the crystallization temperature increases
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Fig. 39. – Heat capacity of internal, emulsified water and ice [31] [300].

on increasing ϕ. In the Angell explanation it is the specific potential energy landscape
that determines the thermodynamical properties of the system. In particular, from such
an explanation, water like fullerene is characterized by a distinctive “folding funnel”
energy landscape that originates the extreme weakness of their glass transition as well
as the consequent confusion that has characterized its scientific history; it also explains
the very small excess entropy at the glass transition temperature. Angell also discussed
the relation of confined water behavior to that of bulk and in this frame the “fragile-to-
strong” transition for supercooled water is interpreted by adding a “critical point–free”
scenario to the two competing scenarios for understanding supercooled bulk water.

It must be outlined that there is not much distinction between the order-disorder
transition (critical point–free) scenario and the second critical point scenario, which
associates all water anomalies with the existence of a second critical point.

The question that must be addressed to understand water complexity may be the
following: is the second critical point to be regarded as the source of the anomalies of
water, or is the cooperation of the configurational excitations to be seen as the primary
phenomenon to be interpreted, one that may, at some parameter or some thermodynamic
field choice, produce a critical point? The cooperation of the configurational excitation
is implied by the form of the heat capacity extracted by confined water. In particular
that of water confined in silica-gel materials (CARiACT [292]) of ϕ = 1.1nm. This one
is one sample in which water remains in the liquid state also at very low T and shows a
Cp peak at around 227K (see e.g. Figure 38).

The hump at 227K can give justification of the order/disorder process of water
molecules in the liquid state [4]. In addition, it seems that in such a silica-gel sample the
enthalpy relaxation −dH/dt does not give a water glass transition at this temperature,
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Fig. 40. – The specific heat Cp,app in water confined in MCM-41-S sample with a diameter of
2.4nm (upper figure) and 1.8nm (down figure) measured by using a modulated calorimeter. In
both the experiments the heating and cooling rate is of 12K/h [306].

and the 227K peak can be attributed to an order/disorder process; in that sample the
Tg is located at lower temperatures.

This scenario on the basis of recent calorimetric results made by the same team (Oguni
et al. [292]) for water confined in MCM-41 samples of different ϕ have been reconsidered.
In this very recent study, adiabatic calorimetry was carried out for water confined within
pores of silica MCM-41 with diameters of ϕ = 12, 16 and 18Å (Figs 37 and 38). According
to the idea of a separation between the pore wall water and the one located at the center
of the pores, the obtained results can be summarized in such a way:

i) glass transitions seems to be founded at Tg = 115 and 165K in the 12Å case,
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117, 165 and 205K in the 16Å, and 118 and 210K in the 18Å;

ii) the transition at Tg = 115−118K has been interpreted as caused by the freezing of
the rearrangement of the water molecules located on the pore wall and interacting
with silanol groups;

iii) and those at Tg = 165 and 205 − 210K of the water located in the center of the
pores.

The authors of such experiments point-out that the Tg increased discretely with in-
creasing the pore diameter from 115 to 165 to 210K, indicating that the Tg and therefore
the activation energy for the water structural rearrangement are strongly connected with
the development of the HB network and furthermore with the number of bonds formed
by each water molecule. On the basis of all these facts they strongly suggested that bulk
water undergoes the glass transition at Tg = 210K rather than at 136 and 165K debated
hitherto and showed the change from fragile to strong behaviors in the relaxation times
with cooling down to 210K.

Figure 40 reports the just mentioned result of a very recent experiment in water
confined in MCM-41-S samples with ϕ = 24 and 18 nm, obtained by using modulated
calorimetry. As it can be observed it is evident a large similarity between these data
and the ones obtained by means of the adiabatic calorimetry (Figure 38); however, the
interpretation is completely different.

By considering the results obtained for the water transport coefficients, represented
by the NMR and neutron data, and the evidence from these of the dynamical crossover
from the fragile-to-strong glass former (Figure 22) and the violation of the Stokes-
Einstein relation (Figure 23) there are enough arguments to assume that these maxima
in Cp at about 225K are related with the crossover phenomenon rather than with a glass
transition process.

In addition taking into account the results of the FTIR experiments (see e.g. Figure
24) we consider that these maxima are probably due to the water polymorphism, more
precisely to the change in the relative population of the high- and low-density liquid water
phases that takes place just at the crossover temperature TL ≃ 225K. A confirmation
of such an approach has been obtained, as shown in the next paragraph, by considering
the configurational contribution to the specific heat.

12. – The NMR technique as a method to measure the configurational heat
capacity

Now we report results of a study in which it is demonstrated that the NMR chemical
shift can be used to measure the configurational specific heat of a material. In particular,
it will be shown that such an experimental approach can give detailed information on
water inside the very supercooled regime. Specifically these studies regard confined water
in nanotubes and in macromolecules of biological interest [307].

Scattering experiments (using neutrons and X-rays) have given precise values of the
Pair Correlation Function (PCF), providing important benchmarks for testing models
of water structure. The PCF represents only an isotropically averaged measure of the
structure. Thus, in many cases, PCFs may not faithfully reproduce the subtle hydrogen
bond geometry responsible for water’s thermal anomalies. By measuring the NMR proton
chemical shift δ it is possible to provide additional information on the local hydrogen
bond geometry and, in particular, the average number of the possible configurations
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(⟨NHB⟩) of the local molecular hydrogen bonding geometry. If a water molecule in
a dilute gas is taken to be an isolated-state reference, the chemical shift δ accounts
for the change of the value of the magnetic shielding with respect to that of such a
reference. Hence the chemical shift is related to the ”non-dilute” or ”virial” interaction
of a water molecule with its surroundings, providing a picture of the intermolecular
geometry [308-313]. Originally, it has been proposed, especially in the high temperature
regime, that δ represents the number of hydrogen bonds (HB), NHB, with which a water
molecule is involved at a certain temperature [314-316]. Nowadays, it is accepted that,
especially after a lot of theoretical and experimental studies, the proton chemical shift of
water is a function not only of the number of HB but also of the intermolecular distances
and angles: i.e. ⟨NHB⟩ [310]. Thus a careful study of δ vs T gives details of the thermal
evolution of the water configurations especially in the supercooled regime where there is
the onset of complex clustering phenomena (percolation like [44]) just driven by the HB
interaction [8,9,11,40,81]. Here is proposed an approach for which the T derivative of the
chemical shift can give an estimate of the configurational specific heat and measure the
water proton chemical shift as a function of temperature by studying confined water in
two different systems recently used to measure water thermodynamical parameters under
very supercooling conditions: i) a micelle-templated mesoporous silica matrix, comprised
of quasi-1D cylindrical tubes (MCM-41-S), [97,161,174,177,198,199] and ii) the hydration
water in the protein lysozyme in the temperature range 180K < T < 360K, a system
also object of detailed studies by using both theoretical and experimental approaches
[200,201,273,317-319].

The NMR chemical shift δ is an assumed linear response of the electronic structure
of a system under investigation to an external magnetic field B0, as B(j) = (1− δj)B0,
where j is an index identifying the chemical environment [320,321]. It is measured in an
NMR experiment by the free induction decay FID. In the early days, NMR technique
was only used to accurately measure the nuclear magnetic moment. After the discovery
of the chemical-shift effect the technique was utilized by the chemical physics community.
In fact the FID contains information about the set of all nuclear species in the studied
sample whose resonance frequencies lie within the harmonic content of the NMR radio
frequency (RF) pulse. Thus NMR, by means of the chemical shift δ, is selective of the
nucleus chosen to be studied and is highly sensitive to its local environment. The FID
is indeed specifically related to the magnetic shielding tensor σ, which in turn relates
to the local field experienced by the magnetic moment of the observed nucleus. The
magnetic shielding tensor σ, strongly dependent on the local electronic environment, is
a useful probe of the local geometry and, in particular, for the hydrogen bond structure
for water and aqueous systems and solutions [322]. Of interest are the isotropic part,
σiso ≡ Tr(σ/3), and the shielding anisotropy ∆σ ≡ σ33 − (σ11 + σ22)/2, where σ11, σ22,
and σ33 are the three principal components of σ. σiso is experimentally obtained via the
measured proton chemical shift relative to a reference state through the relation [323]

(42) δ = σref
iso − σiso +

(
A− 1

3

)
(χref − χ).

Here χ is the magnetic susceptibility, and the factor A depends on the sample shape
and orientation: A = 1/3 for a spherical sample. Since the magnetic field exerted on
a proton is B0[1 + (4π/3)χ(T )], the resonance frequency is ω(T ) = γH0[1 − σ(T ) +
(4π/3)χ(T )], where γ is the proton gyromagnetic ratio. Thus the deviation of σ(T ) from
a reference value gives δ(T ). Since the magnetic susceptibility per water molecule, χ0,
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can be assumed to be T and P independent, χ(T ) is simply given by χ0ρ(T ), where
ρ(T ) is the density at a temperature T . In the liquid and gas phases, ω(T ) and ρ(T ) can
be obtained directly from the experiment. Considering that water molecules in the gas
phase at 473K are isolated, one can set δg(473K) = 0, where g indicates the gas. Thus
δ(T ) = (ω(T )−ωg)/ωg−(4π/3)χ0(ρ(T )−ρg) and can be determined from ω(T ) and ρ(T ).
Hence, an isolated water molecule in a dilute gas can be taken to be the reference for δ, so
that δ represents the effect of the interaction of water with the surroundings providing,
in particular, a rigorous picture of the intermolecular geometry [308]. In liquid water,
the shielding tensor is isotropically averaged by fast molecular tumbling, so the NMR
frequency provides information only on σiso. In addition, the ∆σ contribution escapes
detection because 1H relaxation is heavily dominated by the strong magnetic dipole field
from nearby protons [324]. However, δ is directly related to the average number of local
configurations in which a water molecule is involved [308-311]. The water proton chemical
shift has been studied in the same confined geometry used in the previous experiments
and the confining substrate is a micelle-templated mesoporous silica matrix MCM-41-
S [199]. In this case two different samples having tube diameters of d = 2.4 nm and 1.4
nm were studied. Both have hydration levels of h ≃ 0.5 gram H2O per gram of MCM-
41-S. In this case static NMR experiments at ambient pressure P in the temperature
interval 195 K < T < 293 K using a Bruker AVANCE NMR spectrometer operating
at 700 MHz proton resonance frequency were performed. At h ≃ 0.5 both the samples
are fully hydrated and the measured δ(T ) are, within the experimental uncertainty of
±0.05 ppm, pore size independent. The second studied system consists of the first-
shell hydration water of lysozyme. In that case hen egg white lysozyme obtained from
Fluka (L7651 three times crystallized, dialyzed and lyophilized) was used without further
purification. Samples were dried, hydrated isopiestically and controlled by means of a
precise procedure [201]. The hydration levels of the protein-water samples was h = 0.3.

Fig. 41. – The proton chemical shift of water, δ, as a function of temperature. Literature data
are plotted as circles and the present data are plotted as squares symbols. The line is a guide
for the eye.
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Figure 41 shows our δ(T ) data in MCM samples, after correcting for the magnetic
susceptibility χ(T ) = χ0ρ(T ). Figure 41 also shows, from the work of Hindman [315],
all the experimentally available δ(T ) data in the temperature range of stable bulk liq-
uid water, as well as the δ values from T = 350 K down to 235 K, of three different
samples: large (80 − 120µm) and small (10 − 20µm) capillaries, and water confined in
an emulsion [325]. Although for the δ data of Refs. [315,325] the reference material was
CH4, all measured values, after the proper correction, nicely fall onto a single master
curve, whereby the reference system is a water molecule in a diluted gas in supercritical
conditions [308]. Figure 41 reports such a situation in the range 180K < T < 370K
and shows agreement between our data and the previous δ(T ) measurements. One can
see that the behavior of these literature data (circles) is characterized by a continuous
increase on decreasing T that becomes more pronounced in the lower temperature region.
At lower T the situation changes: on decreasing T there is a round-off in δ(T ) with a
possible maximum at about 215 K. Because different experiments quote (with respect
to the isolated water molecule) δ = 7.4 ppm for a single crystal of hexagonal ice Ih [326],
the data show that δ(T ) does not evolve in a simple monotonic way from the liquid to
the ice phase. The continuous increase in the proton chemical shift with T decreasing
down to the supercooled regime, has been originally interpreted in terms of a cooperative
increase in HB formation rate. Thus there is a continuous development of a considerable
degree of short-range order or “clustering.” In addition, since the T region below 225 K is
dominated by the LDL local structure [199], this confirms the idea that this liquid water
phase has a local geometry different from the high-density-liquid (HDL) local structure
prevalent in the stable liquid regime.

The recently measured relative population of the two main local structures, LDL-
like and HDL-like [199, 244], in the region 30K < T < 373K (Figure 24), provides
a qualitative explanation for the observed δ(T ). From a structural point of view, the
temperature range can be divided into three intervals:

• RHDL (T > 250K) dominated by molecules with local HDL geometry,

• RLDL (T . 220K) dominated by local LDL geometry, and an intermediate region
in which the population of these local geometries are comparable:

• Rint (220K . T < 250 K).

Visual inspection of δ(T ) shows three different behaviors, as temperature decreases,
in the three different regions: (i) a continuous increase in RHDL, (ii) an inflection point at
around 250 K with a sudden change in the derivative in the Rint interval and finally (iii)
a flattening at about 220K followed by a slow decrease in the RLDL region. These results
support a picture in which the main role is played by the LDL and HDL local geometric
structure, characterized by different local electronic distributions, thus by different local
environments of the hydrogen atom. A proper analysis of their fractional weights allows
to calculate the absolute value of water density ρ(T ) in the range 30K < T < 373K.
In addition to the well-known maximum at 277 K there appears a minimum in ρ(T )
at 203 ± 5 K [244]. Moreover, the coefficient of thermal expansion αρ = −(∂ρ/∂T )P ,
related to the cross-correlation between the entropy and volume fluctuations, shows a
well defined maximum on crossing the Widom line TW (P ). In the first interval RHDL,
in which the normal liquid region (273− 353 K) and a region of moderate supercooling
lie, δ(T ) increases as T decreases. Both the normal liquid and the supercritical regions
have been considered from both the theoretical and experimental points of view. This to
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explain as the proton chemical shift reflects the properties of the local order [308,310,311]
in regions in which there is a direct relation between δ(T ) and the average number of
hydrogen bonds ⟨NHB⟩, in which a water molecule is involved: δ(T ) ∝ ⟨NHB⟩. On
the basis of the thermal evolution of the LDL and HDL local structures (Fig. 24), we
consider that such a situation holds also in the other two temperature regions, Rint and
RLDL, where there is the progressive build-up of the expanded tetrahedral HB network
with decreasing temperature.

The chemical shift δ(T ) is related to the number of possible configurations of the water
molecules in the HB network. Considering that this number is inversely proportional to
⟨NHB⟩, according to the entropy definition one can assume S ≈ −kB ln⟨NHB⟩. Therefore
the temperature derivative of the measured fractional chemical shift,

(43) −
(
∂ ln δ(T )

∂T

)
P

≈ −
(
∂ ln⟨NHB⟩

∂T

)
P

≈
(
∂S

∂T

)
P

,

should be proportional to the constant pressure specific heat CP (T ) (CP = T (∂S/∂T )P ),
a quantity never experimentally measured in the deep supercooled regime below 250 K
for liquid bulk water.

Fig. 42. – The temperature derivative of the measured fractional chemical shift −T∂ ln δ(T )/∂T
(blue symbols, left-hand side), the specific heat at constant pressure, CP (right-hand side),
measured in bulk water in the supercooled regime (red line, Ref. [281]), and CP calculated for
the TIP5P model of water (red squares, Ref. [327]). The configurational heat capacity, obtained
from δ(T ) by means of Eq. (43), is plotted on the left-hand sides. The comparison with respect
to the measured CP values is made by means of the double scale plot (on the right-hand side of
these figures). The only difference is one adjustable parameter: the amplitude of the signal.

Figure 42 reports (left side) the derivative −T∂ ln δ(T )/∂T obtained from the δ(T )
data of Figure 41 [307]. Also shown are the CP (T ) values measured in bulk water
in the interval 244.5K < T < 290K [281] and the same quantity obtained by means
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of a simulation study from the TIP5P model of water for 210K < T < 290K (right
side) [327].

All these data display an analogous thermal behavior. In fact, within the error bars,
there is good agreement between the CP data. The “configurational” specific heat ob-
tained from the measured δ and the CP (T ) calculated in simulation display maxima at
about the same temperature (≃ 235K) of the maximum in (∂ρ/∂T )P [244] upon cross-
ing the Widom line temperature, TW [Figure 26] [57, 198, 328]. Whereas (∂ρ/∂T )P
is directly related to the cross-correlation between the entropy and volume fluctuations
⟨(∆S∆V )⟩, CP is proportional to the square of the entropy fluctuations. It is also im-
portant to stress that very recent calorimetric data on water confined in silica gel, which
cover the range 100K < T < 300K, show a behavior that agrees with our results [293].

Such an approach has been also confirmed by considering the temperature evolution
of the chemical shift δ of the hydration water proton for lysozyme at the hydration
level h = 0.3, a condition in which only one monolayer of water is supposed to be on
the surface of each protein. The explored temperature range was 200K < T < 370 K
for the following reasons: (i) in such a system, water dynamics displays the fragile-to-
strong crossover phenomena (FSC) observed in confined and simulated water [201, 327];
in particular, the crossover temperature TW is nearly coincident among these water
confined forms [201, 327]; (ii) another phenomenon governing biological properties of
proteins occurs at high temperatures, just below the onset of protein denaturation. In
the first case the FSC is entirely due to the complete development of the LDL water
phase (i.e., of the HB tetrahedral network) located just at the Widom line [201, 327].
However the corresponding results will be reported in the next chapter of this paper
regarding water confined in biological systems. Finally, the agreement between δ and
CP , aside from different prefactors, supports the physical idea that both CP and δ are
measures of the temperature derivative of an entropy-like quantity. Since δ is related
to orientational local order, as opposed to other translational local order, this finding
is consistent with the possibility that the contribution of the orientational disorder to
entropy is dominant. This work is also consistent with molecular dynamics simulations
using the TIP5P model which demonstrate that in protein hydration water and in bulk
water, |dQ/dT | has a maximum at the crossing of the Widom line TW (P ) [200].

In conclusion of this paragraph, NMR proton chemical shift measurements may be
considered a new method for estimating the configurational part of the heat capacity
CP (T ) that results from the hydrogen bonding of the water molecules. Because the
NMR technique also gives the chemical shift of each sample nucleus with non-zero spin,
such an approach may be applicable to more complex materials.

13. – Water confined in Biomolecules

A research field of paramount importance is represented by water confined around
biomolecules. Considering the numerous physico-chemical anomalies of water, the fun-
damental role they play in controlling the structure and dynamics of biopolymers is a
fascinating research subject. While water has been considered as “life’s solvent” (i.e. a
uniform background) for a long time, only recently it has became an active constituent
of cell biochemistry [331]. A striking example of the importance of water in biosystems
is that, without water, proteins cannot perform their function. Without water a protein
cannot function but a single layer of water surrounding it (called the first hydration
layer) restores the biological activity [332-334]. Hydration can be considered as a pro-
cess, that of adding water incrementally to the dry protein, until a level of hydration
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is reached beyond which further addition of water produces no change of the essential
properties of the protein and only dilutes the protein [332]. The hydration shell can be
defined as the water associated with the protein at the hydration end point. This shell
represents a monolayer coverage of the protein surface. Water outside the monolayer
is perturbed to a significantly smaller extent, typically not detected by measurements
of properties such as heat capacity, volume or heat content. Proper measurements of
the reaction of lysozyme with the hexasaccharide of N-acetylglucosamine over the full
hydration range have given a threshold hydration level of h = 0.2, [333] where h is the
ratio between grams of water and grams of dry protein. In this work it is clearly showed
that enzymatic activity closely parallels the development of surface motion, which is thus
responsible for the functionality of the protein.

Understanding the relationship between the structure and dynamics of proteins [334]
and the water associated with proteins [4-6] is thus an ongoing challenge. Therefore,
many biological functions [333], such as enzyme catalysis, can only be understood with
a precise knowledge of the structure and function of the first hydration layer. When a
protein is in solution, there are two categories of water molecules identifiable in close
proximity to the protein: (i) the bound internal water, (ii) surface water usually called
hydration water. The bound internal water molecules, located in the internal cavities
of the protein, play a structural role in the folded protein itself. At low temperatures,
a protein exists in a state [31, 335] without conformational flexibility. As T increases,
the atomic motional amplitude initially increases linearly, as in a harmonic solid. In hy-
drated proteins, at T ∼ 220K, the rate of amplitude suddenly increases with temperature
signaling the onset of more liquid-like motion [336-338]. This “dynamical transition” of

Fig. 43. – The figure, reporting data coming from the water-protein (lysozyme) system, shows
a detailed comparison between the conformational heat capacity obtained from the NMR data
and previous CP data (Ref. [273]).

proteins (or the so called protein glass transition) may be triggered by the coupling of
the protein with the hydration water through hydrogen bonding, since protein hydration



78 F. MALLAMACE ET AL.

water shows a dynamic transition at a similar temperature [338]. Another phenomenon
governing biological properties of proteins occurs at high temperatures, just below the
onset of protein denaturation. A protein is in the native state up to a given temperature
and evolves, on increasing T , into a region characterized by a reversible unfolding-folding
process. This latter phenomenon depends on the chemical nature of the protein and
the solvent. In the case of the water-lysozyme system such a phenomenon occurs in the
temperature range 310− 360K. Above 355K, lysozyme denatures irreversibly. For such
a system, calorimetric measurements [273, 339] show a broad peak in the specific heat
around that temperature. More precisely, all the observed data of such an experiment
characterized by the peak in CP at T = 346 K are consistent with the point of view that
the first step of denaturation of a small one-domain globular protein like lysozyme is a re-
versible conformational (unfolding) transition, and the second step is irreversible. Hence
the dramatic change in the protein structure, is driven by the HBs between the protein
and its hydration water. The rate constant varies with T according to an Arrhenius law,
with an activation energy typical of the strength of the hydrogen bond (HB) [273], so
hydration water appears to play a determinant role also for this transition. It is just the
consideration that HBs structure is strictly related to the chemical shift δ that has given
the opportunity to use the NMR in order to measure water configurational specific heat.
Figure 43, reporting the specific heat results of the hydrated protein lysozyme with an
hydration factor h = 0.3 and the CP (T ) data, obtained by means of a more conven-
tional calorimetric experiments in the same protein with h = 8.3 [273], well illustrates
such a situation characterized by these two crossovers [307]. In particular it is shown, in
a double scale plot, the configurational heat capacity, −T (∂ ln δ(T )/∂T )P for lysozyme
hydration water in the left-hand side and CP (T ) measured in the temperature region,
including the reversible unfolding-folding process, the right-hand side. One sees that
−T (∂ ln δ(T )/∂T ) displays two maxima, the first on crossing the Widom line TW (P ) as
proposed by experiments and simulation studies on hydrated proteins [201,327], and the
second at a temperature nearly coincident with the associated protein denaturation pro-
cess. The first maximum, at about 240 K, i.e., the same temperature of that of confined
water, is a proof that both are due to the same structural change of water. In fact, at
TW the LDL phase dominates water properties [199,317].

On the base of these considerations, in the following are reported the results ob-
tained by experiments and MD simulations on the dynamics of the hydration water in
biomolecules (a powder of the globular protein lysozyme, DNA and RNA). The related
findings explain unambiguously the role played by water, by means of its characteristic
structural (HB) and dynamical properties, on driving the biomolecules activity. Specifi-
cally, we report the results of light (FTIR, Raman) and Neutron (Elastic, Quasi-elastic,
inelastic) scattering [201,365], NMR spectroscopy [317] and calorimetry [273].

The possibility to explore in detail the properties of this ”biology water” starts just
from the observation that also proteins hydration water present a dynamical strong-
fragile crossover (the same of that revealed in MCM-41 confined water) that comes out
from Neutron scattering experiments [201]. Figure 44 reports the results of such an
observation by showing the water mean square displacement (MSD),

⟨
x2

⟩
, as a function

of the temperature T and the average translational relaxation time for lysozyme.

However, the interest is focused on both the two dynamical biopolymers transition:
the strong-fragile crossover at low temperatures and the folding/unfolding phenomenon
at high T . The aim is to explain these phenomena on a molecular level with the idea to
highlight the role of water around and inside the macromolecules.
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Fig. 44. – Evidence for the dynamic transition in lysozyme. (A) The temperature dependence of
the mean-squared atomic displacement of the hydrogen atom at 2 ns time scale measured by an
elastic scan with resolution of 0.8eV . (B) Temperature dependence of the average translational
relaxation times plotted in log(T ) vs. T0/T , where T0 is the ideal glass transition temperature
[201].

14. – The NMR and FTIR results on the two dynamical crossovers of biolog-
ical macromolecules

Subsequently to these neutron experiments, the use of the FTIR technique furnishes a
detailed mapping, in the temperature range 180K < T < 360K, of the three main species
of water at the protein surface, namely: the LDL, the HB bonded water and the non-
hydrogen bonded molecules (NHB). These results have been obtained from the analysis
of the thermal evolution of spectra of the OH-stretching vibration modes, by using the
same experimental procedure used to study water in nanotubes [201, 317]. Figure 45
shows the OHS-FTIR spectra for the protein hydration water (hydration level h = 0.3)
and reveals significant variations, on changing T , in the HB and NHB populations as the
presence in the deep supercooled regime of the same spectral contribution assigned to
the LDL phase (at about 3100 cm−1). Thus the corresponding spectral deconvolution of
the measured OHS was done with three Gaussian components: the LDL phase, a second
one that is the HB component (3220 cm−1) and finally a third Gaussian (at the highest
frequencies) related to the contribution of the NHB (or weakly HB) water molecules.
In comparison with the MCM-41 case, the following correspondence exists: f4 (LDL),
f1 + f2 + f3 (HB) and finally f0, for the NHB component [317].

As can be observed in Figure 45, the LDL contribution plays the main role below
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Fig. 45. – a. The OH stretch (OHS) bands, in the 2700−3800 cm−1 range, of lysozyme hydration
water at a hydration level of h = 0.3, measured at different temperatures. b. The deconvolution
of the OHS spectra at T = 180, 220, 290K and 350K. In all the figures, dots represent the
experimental data, and the black continuous lines are the best fits. The dotted and dashed lines
are the contributions to OHS oscillators from the low-density water (LDL) and the hydrogen-
bonded molecules (HB), respectively. The dot-dashed lines indicate the spectral contributions
of the non-hydrogen bonded molecules (NHB). The dotted line refers to component III centered
at 3100 cm−1 , and the dashed line to component I centered at 3220 cm−1. [317]

TL whereas at the highest T the NHB component is dominant. Such a situation is well
represented in Fig. 46 which reports the relative weights (integrated area) of these three
OHS components, for three different measured hydration levels (h = 0.3, 0.37 and 0.48).

However, the remarkable result shown in Fig.46a is that there are two main crossovers
in the population of the three species of oscillators (areas): a low-temperature transition
at about TL (the protein dynamical transition and the FSC) and a high-temperature
transition at TD (temperature of the maximum CP , which is inside the folding-unfolding
reversible region and below the temperature of irreversible denaturation). The low tem-
perature transition is due to the crossing between fraction of LDL phase (which increases
on lowering T ) and that of the HB phase, which decreases. The high-temperature tran-
sition appears on increasing T , from the crossing between the increasing population of
the NHB phase with the one of the HB. Both these results demonstrate the role of water



TRANSPORT PROPERTIES OF SUPERCOOLED CONFINED WATER 81

Fig. 46. – a. The relative integrated areas of the three FTIR components at three different
lysozyme hydration level h = 0.3,0.37 and 0.48. Squares indicate the fractional contribution
of the component HB (3220 cm−1), circles the fractional contribution of the component LDL
at 3100 cm−1, and triangles represent the non-hydrogen bonded (NHB) water. Three different
regions of lysozyme behavior: native, reversible unfolding, and irreversible denaturation are also
indicated. Arrows show the temperature of maximum specific heat TD and the FSC crossover
temperature TL. b. The inverse of the NMR self diffusion coefficient D as a function of 1/T
(circles symbols). Squares represent the values measured in bulk water. In the native region, 1/D
of both bulk water and lysozyme hydration water obey a VFT law, but the protein hydration
water displays an abrupt transition to an Arrhenius law behavior at the FSC temperature
TL˜223K. This crossover temperature agrees with earlier neutron scattering experiments on
the crossover temperature at which the protein looses its function. At a higher temperature
(TD), the NMR self diffusion data also show a second dynamical transition of the hydration
water associated with the denaturation process of the protein [317].

in determining the protein stability and dynamics.
More precisely, from the data reported in Figure 46a, it is evident that the HB

formation and its increasing lifetime or probability, by decreasing T , acts like a glue that
stabilizes the protein in the temperature range TL < T < TD and arrests its dynamics
below TL. In fact, the onset of a stable HB network, involving also the protein, at



82 F. MALLAMACE ET AL.

around TL and below the first transition results in the loss of the protein conformational
flexibility; whereas at about 346K, (above the second transition), when the large amount
of hydration water molecules are unbonded, the protein unfolds. This FTIR experiments
combined with NMR data (self-diffusion D and spin-lattice relaxation time T1) give a
more detailed clarification on the role of water in the two protein dynamical transitions.
Figure 46b shows the inverse of the NMR measured self diffusion constant D as function
of 1/T , for h = 0.3, compared with that of bulk water. The thermal behavior is analogous,
in fact hydration and bulk water follow a Vogel-Fulcher-Tamman (VFT) law. For bulk
water, the ideal glass transition temperature is T0 = 175K, whereas for the protein
hydration water T0 = 182K. However, there is a factor of 10 between the 1/D of bulk
water and that of protein hydration water.

In analogy with the FTIR data, also in the behaviour of 1/D, two main crossovers
can be observed. One crossover is at high T , where the protein changes from its native
state to its unfolded state. On increasing T , 1/D decreases toward the value of pure
bulk water. The second crossover takes place at TL = 223K, location of the FSC, thus
fully confirming the neutron scattering results on the same system [201]. The activation
energy of the Arrhenius process in the strong region is EA = 3.48Kcal/mol, whereas the
neutron experiment gives 3.13Kcal/mol. Thus, also these D data show unambiguously
that TL is the temperature characterizing the protein dynamical transition.

To probe further the role of hydration water in the high-temperature crossover (char-
acterizing the onset of reversible folding-unfolding as shown by calorimetry [273]), the
NMR proton spin-lattice relaxation time constant T1 of the lysozyme-water system with
h = 0.3 in the temperature interval 275 < T < 355K has been also measured (Figure
47). T1 represents the longitudinal relaxation time of protons, and is connected, together
with the spin-spin proton relaxation time T2 (transverse relaxation), to the system vis-
cosity [329].

Figure 47, also shows T1 for pure bulk water. One can see that the hydration water
spin-lattice relaxation time is characterized by two contributions, one coming from the
hydration water protons and the other one from the protein protons. The first T1 is of
the order of seconds (as in bulk water), whereas the second one is of the order of 10
ms. Moreover, Figure 48 shows that on increasing T , the bulk water T1 follows the
VFT law in the whole studied temperature interval. Instead, the T1 of hydration water
is characterized by two different behaviors above and below the onset of the reversible
unfolding regime. In the protein native state, the T1 of hydration water increases with
T , following a behavior that is similar to that of bulk water, whereas the T1 of the
protein protons remains nearly constant. The situation changes dramatically when T
approaches the region of the high-temperature protein dynamical transition: the proton
spin-lattice relaxation time of the protein protons drops abruptly and disappears just at
TD. Conversely, the T1 of hydration water remains nearly constant, and afterwards it
shows a sudden increase toward the values of bulk water, before irreversible denaturation
intervenes. This behavior is analogous to that of the self diffusion coefficient D(T ).

Therefore, NMR data are consistent with the possibility that the high-temperature
dynamical transition of the protein might be driven by the dominance of the NHB fraction
of hydration water, as supported by Figure 46a. The protein denaturation process,
accompanied by an early stage of reversibility starts just when the population of NHB
molecules approaches that of the HB ones, i.e. just when the probability for water
molecules to form a HB is about the same of that to be non-bonded.

Now, the state of the art in both the two dynamical crossovers in macromolecules of
biological interest like proteins, RNA and DNA will be illustrated; the two phenomena
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Fig. 47. – The temperature evolution of the NMR longitudinal spin-lattice relaxation time T1 for
temperatures above and below the region of protein denaturation. Triangles correspond to bulk
water, circles to protein hydration water, and squares to protons in the protein. The dramatic
changes in T1 further demonstrate the role played by hydration water in the denaturation
process [317].

will be considered separately, before the crossover at the biomolecules glass transition
and after the denaturation process. In both cases the related physics will be discussed by
considering, mainly, the results of neutron scattering and molecular dynamic simulation.
The approach to treat neutron scattering in biomolecules is essentially the same used in
the case of confined water, there are only some little adjustments.

The quantity of main interest to describe the dynamical properties of both biomolecules
and their hydration water is the mean squared atomic displacement

⟨
X2(T )

⟩
(MSD) a

quantity that can be obtained experimentally from the neutron scattering and also from
the molecular dynamic simulation (MD). A good and fruitful practice before measuring
the MSD in a neutron scattering experiment consists to execute a calculation, if possi-
ble, on the same quantity by using the MD technique. Choosing an appropriate water
potential, it is in fact very useful to compare the obtained results with the ones coming
out from experiments.

Previously, we have reported the application of the relaxing cage model (RCM) of
the single particle dynamics of water in the study of water in bulk and confined phases.
In particular we have considered water confined in the MCM 41 nano-tubes. Here we
show how the same technique can be used to describe the properties of both biopolymers
(proteins, RNA and DNA) and their hydration water. In particular we describe by means
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of neutron scattering experiments the strong coupling of dynamics between a protein and
its hydration water.

The key to this strong coupling is the existence of a fragile-to-strong dynamic crossover
(FSC) phenomenon occurring at around TL = 225 ± 5K in the hydration water. On
changing the temperature and the pressure toward FSC, the structure of hydration water
makes a transition from predominantly the high density form (HDL), a more fluid state,
to predominantly the low density form (LDL), a less fluid state, derived from the existence
of a liquid-liquid critical point at an elevated pressure. Neutron data (together with the
FTIR and NMR results) evidence that this sudden switch in the dynamical behavior of
hydration water on Lysozyme, B-DNA and RNA triggers the so-called glass transition
in these biopolymers. In the glassy state, the biopolymers lose their vital conformational
flexibility resulting in a sharp decrease in their biological activities.

As previously reported, incoherent neutron scattering methods, elastic (ENS), QENS,
and inelastic (INS) offer many advantages for the study of hydrogen atom dynamics in
a protein and its hydration water: the RCM represents a fruitful example. Here the
combined use of QENS, ENS (E = 0) and INS (E ̸= 0) is discussed.

In the INS case, the intermediate scattering function (ISF) for a hydrogen atom
harmonically bound to a molecule can be written as:

(44) FH(Q, t) = ⟨exp(iQXH(0)) exp(iQXH(t))⟩

where Q is the magnitude of the
−→
Q vector, pointing in the x-direction in the isotropic

powder sample. Then it can be shown that in the Gaussian approximation, which is
exact for the harmonically bound particle, one can write [219].

(45) FH(Q, t) = exp(−Q2
⟨
X2

H

⟩
) exp(Q2 ⟨XH(0)XH(t)⟩)

where the first factor, exp(−Q2
⟨
X2

H

⟩
), is called the Debye-Waller factor, which gives

rise to the elastic scattering, and the second factor, which involves the displacement-
displacement time correlation function, gives rise to the inelastic scattering such as
phonons. In the classical regime, the last equation can further be written into the form:

(46) F cl
H (Q, t) = exp

(
−1

2
Q2W (t)

)
where the width function can be written as [219]:

(47) W (t) = 2V 2
0

∫ ∞

0

dω
fH(ω)

ω2
(1− cos(ωt))

fH(ω) is the Fourier transform of the normalized velocity of the correlation function of
a hydrogen atom, which is sometime called the spectral density function of the hydrogen
atom. Thus:
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(48) fH(ω) =
1

2π

∫ ∞

−∞
dteiωt

⟨
V H
X (0)V H

X (t)
⟩⟨

(V H
X )2

⟩
where

⟨
(V H

X )2
⟩
= V 2

0 = kBT/MH with MH the hydrogen mass. In the case of elastic

scattering (t = ∞) exp(Q2 ⟨XH(0)XH(t)⟩) = 1, and FH(Q, t) = exp(−Q2
⟨
X2

H

⟩
), which

is just the Debye-Waller factor; by combining this result with the ISF in the classical
regime one obtains:

(49)
⟨
X2

H

⟩
=

1

2
W (∞) = V 2

0

∫ ∞

0

dω
fH(ω)

ω2

hence the mean square deviation (MSD) of the hydrogen atoms can be obtained from
the integral of the reduced spectral density function of the same atom.

From the inelastic scattering intensity dominated by the incoherent scattering from
hydrogen atoms, the Q-dependent vibrational Density-Of-States (Q-DOS) of hydrogen
atoms can be calculated by

(50) GH(Q,E) =
2MH

~2
E

n(E) + 1

⟨
exp(Q2

⟨
X2

H

⟩
)

Q2
SH(Q,E)

⟩

in the case of protein. Whereas in the case of hydration water it is:

(51) GH2O(Q,ω) =
ω2

Q2
SH2O(Q,ω)

The true hydrogen DOS, fH(ω), is obtained in the Q→ 0 limit of the GH(Q,E). In

the case of water, Q→ 0 limit means Q < 1Å−1 thus:

(52) GH2O(Q,ω) = lim
Q→0

GH2O(Q,ω) = fH2O(ω)
kBT

MH2O

Neutron scattering can be also used to measure the protein softness by the analysis
of the obtained MSD results. Protein flexibility is generally known to be essential for
their enzymatic catalysis and for their other biological activities. It has been described
qualitatively as a consequence of protein’s conformational disorder. But the description
from the concept of dynamics can be more precise — it pertains to respond to applied
forces, which are known to maintain biological structure and govern atomic motions in
macromolecules [340]. At room temperature a biological matter can be looked upon as
being “soft”. This “softness” can be estimated from the displacement X of a given atom
in response to a given applied force F . Assuming the atom is bound to the protein by
a spring with a spring constant K, then X is given by the ratio F/K (Hook’s law).
Thus for a given F , the smaller the spring constant K, the larger the displacement X,
meaning the softer is the biological material. One way of calculating the magnitude of K
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in protein is to use the equi-partition theorem, which states that the average potential
energy ⟨V ⟩ of the harmonically bound atom is equal to one half kBT ,

(53) ⟨V ⟩ = 1

2
K

⟨
X2

⟩
=

1

2
kBT

Therefore K is proportional to the inverse of the derivative of the MSD with respect
to T , namely

(54) K = kB

[
∂
⟨
X2

⟩
∂T

]−1

hence, by plotting the MSD, measured by means of ENS, as a function of the temper-
ature, the steeper the curve, the softer is the biological material at a given temperature.

As previously stated the MSD
⟨
X2(T )

⟩
from both the hydration water and biomolecules

can be obtained from both the neutron scattering and MD techniques. Practically,
different approaches are used to obtain the MSD of hydrogen atoms from scattering.
One is the so called ”fixed window scan” used in the study of the FSC. The exper-
iment consists of an elastic scattering measurement with a fixed resolution window
of FWHM of ±0.8 µeV [341] in the temperature range from 40K to 290K, covering
completely the supposed crossover temperature TL. Since the system is in a station-
ary metastable state at temperature below and above TL, the measurements were per-
formed by heating and cooling respectively at a heating/cooling rate of 0.75K/min
and observe exactly the same results.

⟨
X2

⟩
is calculated from the Debye-Waller factor,

SH(Q,ω = 0) = exp
[
−Q2

⟨
X2

H

⟩]
by a linear fitting of the logarithm of SH(Q,ω = 0) vs.

Q2 plot. SH(Q,ω = 0) can be easily calculated by taking the ratio of the temperature
dependent elastic scattering intensity IEL(Q,T, ω = 0) and its low temperature limit,
SH(Q,ω = 0) = IEL(Q,T, ω = 0)/IEL(Q,T = 0, ω = 0). Figure 49a shows the elastic

scattering intensity IEL as a function of temperature at a specific Q value (0.469Å−1).
One can see from the figure a sudden decrease in the elastic scattering intensity above
about 220K, which implies a sudden increase in the MSD of hydration water. Figure
48b shows this fitting procedure for three different temperatures (below, at and above the
crossover temperature). IEL(Q,T, ω = 0)/IEL(Q,T = 0, ω = 0) is plotted as a function
of Q2. Since the exponential form of the Debye-Waller factor is a low Q approximation,
and the Q2 dependence is not linear for high Qs, only the lowest Q points have been
used in the fitting to obtain the MSD. The dashed lines in Figure 48b show the linear
fitting of the lowest five Q values and Figure 48c shows the temperature dependence of⟨
X2

H20

⟩
extracted from the fitting.

15. – The low temperature (protein glass transition) dynamical crossover

15
.
1. Neutron Results. – First of all, the results obtained by means of the relaxing

cage model in the region of the low temperature dynamical crossover in the case of the
ribonucleic acid (RNA), are shown . From the results of RCM analysis of experimental
SH(Q,ω), one obtains, according to the previous discussion, the three parameters, τ0, β,
and γ, and is able to calculate the theoretical intermediate scattering function ISF from
the Eq. 11, under the reported condition that τT obeys to the power law τT = τ0(aQ)−γ
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Fig. 48. – Method of data analysis to obtain
⟨
X2

H2O

⟩
. Panel (A) shows the intensity of elastic

scattering within the resolution window of ±0.8µeV as a function of T (the so-called elastic
scan). The intensity plotted in the figure is taken from the difference between the H2O hydrated
and D2O hydrated samples. Panel (B) shows plots of logarithm of intensity vs. Q2 at three
temperatures. The slope of the linear fit to the first five points (low Q points) is used to extract
the MSD from the data. Panel (C) shows the extracted MSD of the hydration water as a
function of temperature.

[220] . Figure 49 reports the ISF of the hydrogen atoms in RNA hydration water for each
different temperature. As it can be observed they show clearly the two-step relaxation
process (typical of the observation made in the density-density relaxation processes in
glass transition phenomena [193]: the beta relaxation for the short time process and the
alpha relaxation for the long time one) described by the RCM. The alpha relaxation time
can be easily extracted from these ISFs by taking 1/e points for each temperature (e.g.
the arrow in the figure).

The average translational relaxation time ⟨τT ⟩ can also be calculated from the fitted
parameters τ0, β, and γ. Figure 50 shows the log ⟨τT ⟩ vs 1/T plot. Also in that case it
is possible to observe the dynamical crossover typical of confined water at TL = 220K.
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Fig. 49. – Intermediate scattering functions ISF at Q0 of hydrogen atoms in RNA hydration
water, as a function of temperature. They are extracted from analysis of the quasielastic spectra
by using the relaxing-cage model. It is seen that the ISF exhibits a two-step decay consisting
of the beta and the alpha relaxation processes.

At high temperatures, above 220K, ⟨τT ⟩ obeys a Vogel-Fulcher-Tammann VFT law
(⟨τT ⟩ = τ0 exp [DT0/(T − T0)]), Below 220K, the ⟨τT ⟩ switches over to an Arrhenius
behavior. Figure 50a shows the FSC phenomenon of the hydration water in RNA
(where the activation energy EA = 3.03 kcal/mol), whereas Figure 50b shows the
same plot for the DNA hydration water (EA = 3.48 kcal/mol) [365]. It can be seen
that the crossover temperature from the super-Arrhenius to Arrhenius behavior, TL, in
both RNA and DNA hydration water is, within the experimental error, approximately
the same. For the same samples the mean square-atomic displacement (MSD)

⟨
X2

⟩
is

obtained by means of a proper experimental procedure: a series of elastic scans through
the temperature range of interest (typically from 5 to 400K) that covers completely the
supposed crossover temperature TL. Since in the supercooled regime (above and below
TL) the system is in a stationary metastable state, the measurements are made by heating
and cooling, respectively, and observing exactly the same result. The corresponding MSD
are thus calculated from the Debye-Waller factor, SH(Q,ω = 0) = exp(−Q2

⟨
X2

H

⟩
), by

linearly fitting the logarithm of SH(Q,ω = 0) with Q2.

Figure 51 illustrates the
⟨
X2

⟩
data taken from theD2O andH2O hydrated lysozyme

samples, from which both MSDs from lysozyme ⟨X2
lysozyme⟩ and its hydration water⟨

X2
H20

⟩
, can be extracted respectively. In order to show the synchronization of the

temperature dependence of the two MSDs thus extracted, the ⟨X2
lysozyme⟩ is multiplied

by a factor 4.2, so both curves superpose onto each other. This figure illustrates that
the crossover temperatures for both protein and its hydration water defined by a sudden
change of slope of MSD from a low temperature behavior to a high temperature behavior
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Fig. 50. – a The extracted average translational relaxation time T from fitting of the quasielastic
spectra by the relaxing cage model plotted in a log scale against ⟨τT ⟩. It shows clearly a
well-defined cusp-like dynamic crossover behavior occurring at TL = 220K. The dashed line
represents fitted curves using the VFT law, while the solid line is the fitting according to the
Arrhenius law. b Result of a similar analysis for a hydrated DNA case for the purpose of
comparison [365]. Note the crossover temperature, TL = 222K in this case.

is coincident within the experimental errors. Note the crossover temperature of hydration
water (TL) and the protein dynamic (or glass transition) (TC) agree with each other.

Figure 52 shows the change of softness, defined as the slope of the MSD vs the
temperature T , below and above the crossover temperature in both the RNA and its
hydration water [342]. At room temperature, a biological macromolecule can be looked
upon as being soft. The softness can be estimated from the displacement X of a given
atom in response to a given applied force F . Assuming the atom is bound to the protein
by a spring with a spring constant K, then X is given by the ratio F/K (Hook’s law).
Thus, for a given F , the smaller the spring constant K, the larger the displacement X,
meaning the softer the biological material. The equipartition theorem, which states that
the average potential energy of the atom, ⟨V ⟩ = (1/2)K⟨X2⟩, at a given temperature T
is equal to (1/2)kBT gives the way to obtain the magnitude of K in polymer, and thus
in a protein. Hence, K is proportional to the inverse of the derivative of the mean square
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Fig. 51. – Comparison of MSDs measured for the protein and its hydration water. Note that
the MSD for hydration water is plotted using the scale on the left hand side and MSD for the
protein using the scale on the right hand side (the multiplication factor of the left and right
scales is 4.2). MSD for the protein is taken from the elastic scan of D2O hydrated sample. Note
the crossover temperature of the hydration water (TL) and the crossover temperature of the
protein (TC) agree with each other.

displacement (MSD) ⟨X2⟩ with respect to T , namely, K ∝ (d⟨X2⟩/dT )−1. It turns out
that the MSD as a function of temperature can be directly measured by elastic neutron
scattering. If MSD is plotted as a function of T , the steeper the curve, the softer the
biological material at a given temperature.

The Figure 52a shows the MSD of the hydration water molecule.
⟨
X2

H20

⟩
, obtained

in the observational time interval of about 2 ns (corresponding to the energy resolu-
tion of 0.8 µeV ). The Figure 52b shows the MSD of the hydrogen atoms of the RNA
macromolecule. From these two latter figures, one can easily observe that the dynamical
transition temperature of the hydration water (TL) and the glass transition temperature
of the RNA molecule (TC) are, within the error bars of the kink positions, approxi-
matively the same. The change of slope in MSD of RNA happens at a temperature
TC ≈ 240K, slightly higher than TL ≈ 240K of hydration water, suggesting that there
is a sort of delay in the induced transition RNA to a more flexible form after the sharp
FSC dynamic transition in its hydration water. As previously reported at the FSC (the
locus in which the Widom line is crossed) the relative proportion of the low-density wa-
ter (LDL) to the high-density water is about 50 : 50; probably one may need to have a
high concentration of partially bonded water (i.e. more HDL water than LDL) which
happens 20K after crossing the Widom line to generate enough mobility of hydration
water to restore the RNA (or protein like the case of lysozime) activity. Beside some
possible controversial aspects regarding the FSC definition (see refs. 24-26 of ref. [342]),
the data of Figures 51 and 52, regarding hydrated lysozyme and RNA, show that the
dynamic crossover of the hydration water triggers the onset of the protein glass tran-
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sition. From the slope of the straight lines going through the low temperature points
one can estimate the softness of hydration water and RNA. It is striking to see that by
crossing the crossover temperature (TL), the softness of RNA and its hydration water
increase by a factor of 15 and 20, respectively. However a comparison of Figure 50 with
Figure 51 and 52 reveals that the dynamic crossover is cusp-like, in the case of average
translational relaxation time ⟨τT ⟩, and thus it sharply defines TL much more accurately
than that indicated by the MSD

⟨
X2

H20

⟩
.

 

Fig. 52. – The slope of the MSD vs T curve used as a measure of the biomaterial softness. This
figure shows the case of RNA and its hydration water. As one can see, above the crossover
temperature (TC), the RNA becomes 15 times softer than its glassy state, while the hydration
water becomes 20 times softer when crossing the temperature TL.

It is very interesting to consider also the protein MSD and the corresponding softness
as a function of the pressure; the low temperature behavior of proteins under pressure is
a phenomenon not as extensively investigated as that at normal pressure. Such a situ-
ation is of deeper interest; as it well known, some bacteria can survive under extremely
high pressure and low temperature in the deep ocean. The microorganisms living in the
deepest ocean yet isolated and characterized were sampled at 11, 000m depth or 1.1kbar
in the deep-sea sediments of the Marianas trench, where the Pacific oceanic lithosphere
subducts into the Earth’s mantle [343]. How can proteins in the microorganisms still
function under these extreme conditions? Besides the fact that high pressure denatures
most of the dissolved proteins above 3000 bar, the behaviors of proteins under pressures
below the denaturation limit (< 2kbar) both for structure and dynamics are relevant
to the biological functions of proteins and are of great interest [344]. Protein flex-
ibility is generally known to be essential for their enzymatic catalysis and
for their other biological activities. It has been described qualitatively as
a consequence of the protein’s conformational disorder. However, the de-
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scription from the concept of dynamics can be more precise; it pertains to
respond to applied forces, which are known to maintain biological structure
and govern atomic motions in macromolecules. Furthermore, Monte Carlo (MC)
simulation shows that the effect of pressure on the hydration water density is the key for
understanding cold denaturation of proteins at high pressures [345].

Also in this case the incoherent neutron scattering experiments on a D2O hydrated
protein (lysozyme) sample can provide information on protein dynamics since neutrons
scattered by atomic nuclei are more sensitive to hydrogen atoms than deuterium and
other atoms in proteins and hydrogen atoms reflect the motions of the side chains and
backbone to which they are bound. In addition, by measuring both H2O and D2O
hydrated samples and taking their difference the signal contributed solely from hydra-
tion water can be obtained. During this subtraction process, the contribution from the
instrumental background is also eliminated.

In the next the main results of these neutrons experiments are reported, i.e. from
the measured MSD it results that the temperature dependence of the protein dynamics
closely follows that of the hydration water under different pressures. Figures 53 and
54 show these ENS results, in particular the calculated MSDs of the hydrogen atoms
in the lysozyme molecule ⟨X2

protein⟩ and that of the hydration water molecule, ⟨X2
H2O

⟩,
measured by ENS in the low-temperature range from 40 to 290K under six different
pressures up to 1600bar. The observation time interval was about 2ns, corresponding to
the energy resolution of 0.8µeV .

Figure 53 shows the MSD of lysozyme and its hydration water in the same scale.
Figure 54 rescales the same data in figure 53 by a factor of 4.2 to show the synchro-
nization in the temperature dependence of the two MSDs at each pressure. One can
see clearly that the temperature dependence of the MSDs of lysozyme and its hydration
water follows the same trend, especially after rescaling them into the same amplitudes
(by multiplying the MSD of the protein by a factor of 4.2). Each MSD shows a linear
behavior close to zero at lower temperatures with a very small slope, which means that
the force constant K is very large and that the protein is rigid, not soft.

Above a certain temperature TD, the slope abruptly increases, and the K value is
about 10 times smaller, which implies that the protein is about 10 times “softer” than its
“glassy” state, and the protein flexibility and activities are restored above TD. Note that
the temperature-dependent behavior of MSD of the lysozyme molecules and their hydra-
tion water are visually the same, implying that the dynamic behavior in the protein is
intimately related to the dynamic behavior in its hydration water. Since the dynamics of
the hydration water is pressure-dependent like confined water (see Figure 19), this leads
to a conclusion that the dynamics of proteins follows the same pressure dependence of
its hydration water. Thus, in this temperature and pressure region, the role of hydration
water is essential in the protein dynamics.

Therefore this ENS experiment indicates that the dynamic transition temperature of
the protein, TD(P ), coincides with its hydration water, TD(P ) = TL(P ), by confirming
the QENS indication coming from the average translational α-relaxation time ⟨τT ⟩ of
the hydration water molecules; it is found that there is a dynamic crossover in hydration
water occurring at a ”universal” temperature TL = 225± 5K in the three biomolecules -
lysozyme, B-DNA, and RNA - and that it can be described as a fragile-to-strong dynamic
crossover (FSC). Since this dynamic crossover of water is also observed in other substrates
(1-D confinement in silica porous material and 3-D confinement in cement [346]), the
phenomenon appears to be universal for confined water and one of the dynamic properties
of water itself. Thus, the dynamic behavior in the protein is considered to be slaved by
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Fig. 53. – The MSD,
⟨
X2

⟩
, of hydrogen atoms in lysozyme and in its hydration water, as a

function of temperature, under different pressures. Dark circles indicate the data processed
from the difference between the H2O and D2O hydrated samples, which gives a MSD of the
H-atoms in the hydration water, following the scales on the left. Light circles represent the
data processed from the D2O hydrated sample, which gives a MSD of H-atoms in the protein,
following the scales on the right.

the dynamics of its hydration water.
This represents a remarkable result: the dynamical crossover temperature (i.e. the

Widom line) of the protein hydration water seems to coincide with the Widom line of
the confined water in MCM-41-S. Another interesting finding is that these neutron data
give strong evidence that hydrated proteins remain soft at lower temperatures under
pressures. Furthermore, there is evidence, from these studies, that the relaxation time
of water molecules is shorter under pressure. Thus, in this measured low-temperature
region, increasing the pressure up to 1500bar can have the same effect on the relaxation
time as increasing the temperature. This faster motion in relaxation and fluctuation of
the hydration water under pressure enables the protein to sample more conformational
substates becoming active at lower temperatures. Moreover, the dynamic crossover in the
structural relaxation time of protein hydration water from super-Arrhenius to Arrhenius
behavior at a temperature TL(P ) decreases with pressure.

This phenomenon may be rationalized either from the point of view of the existence
of the second liquid-liquid critical point in the protein hydration water in the super-
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Fig. 54. – Reduced plot of pressure dependence of MSD of protein and its hydration water. It is
to be noted in this figure that the crossover temperature of the protein and its hydration water
is closely synchronized at a range of pressures below 2000 bar.

cooled region or as the effect on the water structure of hydrophobic sites. On the other
hand, it is shown in the literature that applying pressure can also induce an increase in
protein-water interactions and improve water accessibility to the hydrophobic core of the
protein. On this context the results of high-resolution quasielastic neutron scattering
spectroscopy in H2O hydrated double-wall carbon nanotubes DWNT [347] are of inter-
est. The measurements have been made at a series of temperatures from 250K down
to150K and the relaxing-cage model was used to analyze the quasielastic spectra.

The obtained results are showed in the Figure 55 that reports in the upper panel
the extracted average translational relaxation time ⟨τT ⟩ from fitting of the quasielastic

spectra of water confined in DWNT , inner diameter 16Å, by RCM plotted in a log scale
against 1/T . It shows a well-defined cusplike dynamic crossover behavior occurring at
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AA

B

Fig. 55. – A) Extracted average translational relaxation time ⟨τT ⟩ from fitting of the neutron
spectra of water confined in double-wall carbon nanotubes (DWNT) with an inner diameter of

16Å, plotted in a log scale against 1/T . As it can be seen in this case the cusp-like dynamic
crossover occurs at about TL = 190K. The solid line represents a fitted curve using the VFT
law, while the dashed line is the fitting according to the Arrhenius law. B) The mean-squared
atomic displacement (MSD), as a function of T , averaged over all the hydrogen atoms,⟨X2⟩,
extracted from the Debye-Waller factor. In this case it can be observed a sharp transition of
slope at around 190K, indicating the approximate TL location.

TL = 190K. The solid line represents a fitted curve using the VFT law, while the dashed
line is the fitting according to the Arrhenius law. The lower panel reports mean-squared
atomic displacement, MSD, averaged over all the hydrogen atoms, ⟨X2⟩, extracted from
the Debye-Waller factor measured by an elastic scan with resolution of 0.8 eV , as a
function of temperature for the H2O confined in DWNT. One can clearly see a sharp
transition of slope at around 190K, indicating the approximate location of the dynamic
crossover temperature.

The comparison of these results with those of previous experiments on supercooled
water confined in porous silica material MCM-41 with different pore sizes, show that
the crossover temperature TL is insensitive to confinement pore sizes. From the results
shown in the upper and lower panels and the comparison with MCM-41 confined water, it
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results that the water confined in a hydrophobic substrate DWNT has a lower dynamic
crossover temperature by ∆TL ≈ 35K, as compared to that in the hydrophilic silica
substrate of the MCM.

By considering the previous results on lysozyme, DNA and RNA and MCM-41, one
can detect only little differences in the crossover temperatures in these hydrated systems
that on average are located at about 220 K; for example, in hydrated DNA the crossover
is at 222 K whereas in the case of protein lysozyme TL is 220 K, proposing that DNA
has more hydrophilic interface presumably due to the presence of the phosphate groups.
On these basis it can be conjectured that the magnitude of the crossover temperature
TL can be used as an indicator of the hydrophilicity of the substrate. A good test of
this idea may be to measure the crossover temperatures of protein hydration water with
proteins of different hydrophilic and hydrophobic interfacial exposure.

Returning to the pressure effects on proteins, the behavior observed for water confined
in hydrophobic structure can give the right explanation on the observed processes. The
fact that water confined in a hydrophobic substrate has a lower crossover temperature
TL than that confined in a hydrophilic substrate, rationalizes the observation that the
crossover temperature of protein hydration water decreases with pressure. This effect of
pressure is basically the increase in the protein-water interactions and the improvement
of the water accessibility to the hydrophobic core of the protein [348]. Another case in
which the effects of pressure on the dynamical properties of a biomolecule have been
studied is represented by β-lactoglobulin, which is also a sensitive food protein. While
in some studies lysozyme is considered to be the most pressure-resistant, others show
that β-lactoglobulin presents similar pressure effects using other techniques such as UV
spectroscopy [349]. These results suggest the universality of the observed pressure effects
on proteins.

16. – The violation of the Stokes-Einstein relation

We have previously shown that for water confined in MCM-41-S meso-porous material
of pore size 14 and 18Å, there is a breakdown of the well-known Stokes-Einstein relation
(SER) when the average translational relaxation time (or the α-relaxation time, just
in terms the Mode coupling theory nomenclature) < τT > crossovers from a super-
Arrhenius behavior to an Arrhenius behavior at the crossover temperature, TL = 225K.
The SER in water can be written as: D = (kBT/4πηa) [(1 + f)/1 + 3f/2] , where kB is

the Boltzmann constant, T the temperature, η the shear viscosity, a = 1.44Å the effective
diameter of the water molecule, and f = βa/3η where β is the slip coefficient at the
sphere-liquid interface. Since η can be taken to be proportional to < τT >, the product
D < τT > /T should be independent of temperature if SER is valid. This is indeed
the case for temperatures above 240K; at the crossover temperature TL = 225K, this
product is about 10 times larger than the constant value above 240K. Furthermore, the
breakdown of SER results in the emergence of a fractional SER in the formD ∼< τT >−ξ

where the exponent ξ = 1 in the region SER is valid and becomes less than unity in
the region where SER breaks down [235]. Furthermore it has been predicted for the
Fredrickson-Andersen FA models [350], which correspond to strong glass formers, that
ξ = 2/3 = 0.67 for d = 1 (one-dimensional confinement), ξ = 2/2.3 = 0.87 for d = 2 and
ξ = 2/2.1 = 0.95 for d = 3 [235].

In this section, it will be briefly shown that the breakdown of SER in 2− d confined
hydration water can also be observed experimentally by combining Neutron QENS data
with NMR data. In Figure 56 panel A, 1/D vs 1000/T measured by NMR [317] and
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< τT > vs 1000/T measured by QENS [201] are reported. In panel B the verification of
the theory of the fractional SER D ∼< τT >−ξ is shown. It can be seen from panel A
that at the crossover temperature, TL, 1/D ∼ 3· 1012(sec/m2) and < τT >∼ 2· 104(ps).
While above TL (fragile region), ξ ∼ 1 indicating that the SER is valid, below TL (strong
region), ξ ∼ 0.82± 0.05, in agreement with the theoretical prediction of ξ ∼ 0.87 for two-
dimensionally confined water. The decoupling of self-diffusion constant from the average
relaxation time as manifested by the emergence of fractional SER can be attributed to
the dynamic heterogeneity which grows to a significant size at and below the crossover
temperature [381]

 

Fig. 56. – The existence of the FSC (Panel A) and of the SER breakdown (Panel B) in the case
of the lysozyme hydration water with hydration levels of h = 0.3 and h = 0.32 are shown. Panel
A shows the 1/DS measured by NMR in a log-lin plot (left side) and the QENS average trans-
lational relaxation time < τT > (right side) versus 1/T . The obtained crossover temperatures
are TNMR = 226± 2K and TQENS = 225± 2K. Panel B shows the analysis of the scaled SER
i.e. a log-log plot of DS vs. < τT >, for both hydration levels. There are two scaling behaviors
above and below TL: in the super-Arrhenius region we have ξ ≈ 1, whereas in the Arrhenius
region ξ ≈ 0.82, the value predicted by theory and numerical analysis for a 2d system [235]
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17. – The Simulation results

The investigation of the population of the different HB and NHB water molecules by
means of FTIR spectroscopy, the NMR self diffusion coefficient and the proton longitu-
dinal relaxation time of hydration water as a function of the temperature reveal that the
protein is characterized by two dynamical transitions [201, 317]. The low-temperature
FSC dynamic crossover transition at about 225K is related to the protein “glass” transi-
tion which, according to the recent neutron scattering data on the

⟨
X2

⟩
[201], is triggered

by the strong coupling between protein and hydration water. At the high-temperature
transition, associated with the lysozyme denaturation process, one can observe that the
population of the non-hydrogen-bonded fraction of water molecules dominates. This lat-
ter result can be considered as a strong signal that changes in hydration water accompany
those associated with the protein thermal unfolding. However, these experiments show
unambiguously that both transitions are connected to the change of the local hydrogen
bond pattern of the hydration water which in turn leads to mobility changes of both the
hydration water and the protein. In the following a special section is dedicated to the
simulation studies on water in biomolecules. The main reason is that molecular dynamic
simulations constitute actually a powerful tool to study physical properties of biosys-
tems not only to confirm ”true” experimental results or to check the validity of some
theoretical models, but also to explore many complex situations not directly accessible
to experiments, like for example the properties in the proteins involved in the Alzheimer
disease see ref. [351]. On these basis it is of pedagogical importance treating with a
certain emphasis the MD approaches to study the biomolecules hydration water.

The FTIR results combined with the NMR self-diffusion (D), the NMR spin-lattice re-
laxation time (T1), and the Neutron scattering evidences [201] demonstrate the existence
of two dynamical transitions due to the coupling between protein and the hydration wa-
ter. However, these situations have been the subject of other studies by considering that
being water an active subject in the protein activity its thermodynamics can be related
with both the glass transition and the denaturation. First, it has been explored the hy-
pothesis [200] that the observed glass transition in biomolecules [61,201,337,338,352-361]
is related to the liquid-liquid phase transition of water using molecular dynamics (MD)
simulations. Specifically, Kumar et al. [200] studied the dynamic and thermodynamic
behavior of lysozyme and DNA hydration water. This MD experiment was made by
using the five-point transferable intermolecular potential of water (TIP5P), by means
of the software package GROMACS [362] for (i) an orthorhombic form of hen egg-white
lysozyme [363] and (ii) a Dickerson dodecamer DNA [364] at constant pressure p = 1atm,
several constant temperatures T , and constant number of water molecules N (NPT en-
semble) in a simulation box with periodic boundary conditions. Details of the work are
the following: i) the system equilibration (at p and T constant) is obtained by means
of the Berendsen method; ii) this initial equilibration is followed by a long run, during
which the dynamic and static properties (equilibration times vary for different T from
few ns for high-T to as much as 40 ns for low temperatures) are calculated. For lysozyme
simulations, the system consists of a single protein in the native conformation solvated
in N = 1242 TIP5P water molecules. These simulation conditions correspond to a ratio
of water mass to protein mass of 1.56. The DNA system consists of a single DNA helix
with 24 nucleotides solvated in N = 1488 TIP5P water molecules, which corresponds to
an experimental hydration level of 3.68.

The simulation results for the mean square fluctuations ⟨X2⟩ of both protein and DNA
are shown in Figure 57. Kumar et al. calculated the mean square fluctuations ⟨X2⟩ of
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the biomolecules from the equilibrated configurations, first for each atom over 1ns, and
then averaged over the total number of atoms in the biomolecule. They find that ⟨X2⟩
changes its functional form below Tp ≈ 245K, for both lysozyme Fig. 57a and DNA
Fig. 57b. Upon cooling, the diffusivity of hydration water exhibits a dynamic crossover
from non-Arrhenius to Arrhenius behavior at the crossover temperature Tcr ≈ 245±10K
Figure 58c, a situation similar to that reported in the previous sections.

Fig. 57. – Mean square fluctuation of (a) lysozyme, and (b) DNA showing that there is a
transition around Tp ≈ 242 ± 10K for lysozyme and around Tp ≈ 247 ± 10K for DNA. For
very low T one would expect a linear increase of ⟨x2⟩ with T , as a consequence of harmonic
approximation for the motion of residues. At high T , the motion becomes non-harmonic and
the data are fitted by a polynomial. The dynamic crossover temperature Tp was determined
from the crossing of the linear fit for low T and the polynomial fit for high T . The error bars
were determined by changing the number of data points in the two fitting ranges. [200]

Subsequently, Kumar et al. calculated Cp by numerical differentiation of the total
enthalpy of the system (protein and water) by fitting the simulation data for enthalpy
with a fifth order polynomial, and then taking the derivative with respect to T . Figure
58a displays maxima of Cp(T ) at TW ≈ 250± 10K for both biomolecules.

Further, to describe the quantitative changes in structure of hydration water, Kumar
et al. calculated the local tetrahedral order parameter Q [149, 167-169] for hydration
water surrounding lysozyme and DNA. Figure 58b shows that the rate of increase of
Q has a maximum at 245 ± 10K for lysozyme and DNA hydration water, the same
temperature of the crossover in the behavior of mean square fluctuations.

The coincidence of Tcr with Tp within the error bars indicates that the behavior of the
protein is strongly coupled with the behavior of the surrounding solvent, in agreement
with the recent experiments [201]. Note that Tcr is much higher than the glass transition
temperature, estimated for TIP5P as Tg = 215K. Thus this crossover is not likely to be
related to the glass transition in water.

The fact that Tp ≈ Tcr ≈ TW is evidence of the correlation between the changes in
protein fluctuations (Figure 57a) and the hydration water thermodynamics (Figure
58a). Thus, these results are consistent with the possibility that the protein glass tran-
sition is related to the Widom line (and hence to the hypothesized liquid-liquid critical
point). Crossing the Widom line corresponds to a continuous but rapid transition of the
properties of water from those resembling the properties of a local HDL structure for
T > TW(p) to those resembling the properties of a local LDL structure for T < TW(p).
A consequence is the expectation that the fluctuations of the protein residues in predom-
inantly LDL-like water (more ordered and more rigid) just below the Widom line, should
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Fig. 58. – (a) The specific heat of the combined system lysozyme and water (black squares), and
DNA and water (grey triangles), display maxima at 250 ± 10K and 250 ± 12K, respectively,
which are coincident within the error bars with the temperature Tp where the crossover in the
behavior of ⟨x2⟩ is observed in Figures 58a and b. (b) Derivative with respect to temperature
of the local tetrahedral order parameter Q for lysozyme (black squares) and DNA hydration
water (grey triangles). A maximum in |dQ/dT | at the Widom line temperature suggests that
the rate of change of local tetrahedrality of hydration water has a maximum at the Widom line.
(c) Diffusion constant of hydration water surrounding lysozyme (black squares), and DNA (grey
triangles) shows a dynamic transition from a power law behavior to an Arrhenius behavior at
Tcr ≈ 245 ± 10K for lysozyme and Tcr ≈ 250 ± 10K for DNA, around the same temperatures
where the behavior of ⟨x2⟩ has a crossover, and cp and |dQ/dT | have maxima.

be smaller than the fluctuations in predominantly HDL-like water (less ordered and less
rigid) just above the Widom line.

The quantitative agreement of the results for both DNA and lysozyme Figures 57
and 58 suggests that indeed the changes in the properties of hydration water are respon-
sible for the changes in dynamics of the protein and DNA biomolecules. These results
are in qualitative agreement with recent experiments on hydrated protein and DNA [365]
which found the crossover in side-chain fluctuations at Tp ≈ 225K.

Other simulation studies are of a certain interest since they have been made just to
explore directly the previously cited experimental results obtained from the use of the
NMR and Neutron techniques, i.e. the existence of the two crossovers, especially the one
in the temperature region of the folding/unfolding process. Now the results obtained in
the region of the fragile-to-strong dynamical crossover are reported.

This new study is in some way different from the previously reported MD simulation
[200] made for a model of hydration water in protein lysozyme and Dickerson dodecamer
DNA in which the mean effort was to give clear evidence of the connections between the
FSC observed in hydration water with crossing the Widom line. In this simulation, the
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model used was not a close enough representation of the hydrated powder samples used in
the experiments to directly compare the temperature dependences of simulated quantities
with the neutron scattering and the NMR experimental results. In fact, to better mimic
the experimental system made on hydrated powder protein samples, the simulations
have been performed on the random powder model [366,368], a model that improves the
agreement with experiments if compared to the ”protein/water cluster model” previously
described [200]. Such a realistic powder model has, in fact, reproduced experimental
data (both neutron and NMR) within the statistical error bars. In particular, it has
been shown the striking agreement of MD calculations with the temperature dependence
of measured mean-square hydrogen atom displacements of the protein and its hydration
water,

⟨
X2

⟩
, such as the inverse of the self-diffusion constant, 1/D, and the translational

α-relaxation time of the hydration water, ⟨τT ⟩. The significance of these comparisons is
the following: one can demonstrate that the dynamic crossover observed in experiments
can be attributed solely to the crossover phenomenon resulting from evaluation of the
average translational α-relaxation time by analyses of the long-time decays of the self-
intermediate scattering functions of the hydrogen atoms attached to a typical water
molecule [367, 369]. It is the signature of crossing of the Widom line in a 2− d confined
water. At high temperatures, the fragile behavior arises from water structure dominated
by a high-density form (HDL), which is more fluid, and at low temperatures, upon
crossing TL, the water structure evolves into a predominantly low-density form (LDL),
which is less fluid, and has a strong behavior. This sudden switch in mobility of hydration
water at TL serves to trigger the dynamic transition in protein [366,368].

The choice of the force field before running a simulation is crucial for the achievement
of a quantitative comparison with experiments. Since the interest was mainly on the
dynamics of hydration water, the used water model was the well known TIP4P-Ew. This
model has a computed self-diffusion constant in excellent agreement with the experimen-
tal values and a good correspondence of the temperature scale (its density maximum is
at 274K, only 3K below the correct value) at least down to 230K. Accordingly, an im-
plemented OPLS-AA force field for the lysozyme molecules was used; this in conjunction
with the TIP4P model has been proven to give satisfactory results in computing the free
energies of binding of inhibitors on a protein, see ref. [373,374]

In addition, it has to be taken into account the poor agreement with experiments
of the so-called cluster model, composed of a single protein covered by a shell (thin or
thick) of water, which lacks the characteristic feature of the powder protein [375]; it in
fact produces serious errors and artifacts for any calculated properties. Instead, a crystal
(composed of two proteins) or a powder (eight proteins, oriented or random) model
resulted in a realistic model to reproduce neutron scattering data, with little differences
between them [366,376].

On these basis the new simulation is made by putting in a box two OPLS-AA lysozyme
molecules randomly oriented and 484 TIP4P-Ew water molecules (h = 0.3 for each pro-
tein): after an energy minimization of 5000 steps with the steepest descent algorithm, the
system was equilibrated in a NPT ensemble (isobaric-isothermal) for 10ns at 300K and
for another 50ns at 200K. Then many simulations (11) at different temperatures (in the
interval 180 − 280K, with steps of 10K) have been performed with a parallel-compiled
version of GROMACS, [362] starting each simulation from the final configuration of the
closest temperature. The Lennard-Jones interactions have been truncated beyond 1.4nm,
while electrostatic interactions, calculated with the particle mesh Ewald method [377]
were truncated at 0.9nm. In addition, all bonds were constrained at their equilibrium
values using the linear constraint solver algorithm (LINCS [378]); simulations were per-
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formed using a triclinic cell with periodic boundary conditions, and each MD simulation
length was 50ns after the equilibration time.

Fig. 59. – Snapshot from a MD simulation at T = 250K and P = 1atm of the hydrated
lysozyme powder model, containing two protein molecules and 484 water molecules around
them (hydration level h = 0.3).

A view of the simulation box is shown in Figure 59: the two proteins and the
hydration water surrounding them are displayed, together (the box dimensions are 4.3×
3.7× 3.2 nm) [319] . As it can be noted there are only a few water molecules (about 10
molecules) sandwiched between the two proteins while there are more water molecules
around other parts of the protein surface. However, on average, h = 0.3 is supposed to be
only one monolayer of water covering each protein. The resulting density of the modeled
hydrated powder protein is in the range 1.2− 1.3 g/cm3, depending on the temperature,
in agreement with experimental data for lysozyme crystals (1.23g/cm3 [379]).

Figure 60 reports the calculated average mean-squared hydrogen atom displacement
(MSD) values for lysozyme, ⟨X2

PH⟩, and its hydration water, ⟨X2
H2O

⟩ together with
experimental values obtained from elastic neutron scattering [201,365]. For all the panels
in the low temperature regime is ⟨X2⟩ ∼ kBT (straight lines), and this behavior extended
up to the crossover temperature (TL and TC for water and protein, respectively). At the
crossover temperature, the slope of ⟨X2⟩ vs T sharply increases, signaling a change in
the dynamics of protein and its hydration water; this crossover takes place at the same
temperature for the MSD of hydrogen atoms both in water and in protein, as shown by
the arrow signs. Moreover, there is a quantitative agreement between MD simulations
and experimental results about the crossover temperature. The occurrence of crossover
at the same temperature for protein and its hydration water implies a strong correlation
between the dynamics of hydration water and the protein [366,368].
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Fig. 60. – The hydrogen MSD,
⟨
X2

⟩
, measured by elastic neutron scattering (protein hydration

water (a) and protein hydrogen atoms (b)) and simulations (protein hydration water (c) and
protein hydrogen atoms (d)). In MD, this quantity has been calculated considering the MSD
after 500ps and averaging over the time origins for the last 10ns of each simulation. The
experimental values were obtained by an elastic scan with an energy resolution of 0.8µeV ,
corresponding to a sampling time of 5ns duration [319].

Figure 61 shows the calculated self-intermediate scattering function (ISF) for the
protons attached to a rigid molecule of hydration water for different temperatures as a
function of time at fixed Q−value (0.6Å−1). The ISFs are calculated at six different
temperatures while the inset shows the ISF at T = 220K for different Q−values (namely

from top to bottom 0.4, 0.5, 0.6, 0.7 and 0.8 Å−1). The solid lines are the best fits to the
ISF according to the relaxing cage model (RCM) and cover the time range of seven orders
of magnitude from 2fs to 20ns. As it can be seen the corresponding fits of the ISF are
excellent allowing the opportunity to extract the long-time cage relaxation (α-relaxation)
which leads to the long-time diffusional motion of the water molecule.

The choice of theQ−values was dictated by the low-limit value ofQ = 0.2Å−1 imposed
by the box sizes and the high-limit value of Q = 1Å, below which rotational motion can
be neglected. In these ISF’s are evident two contributions: the first represents the short-
time, in-cage vibrational motion and the second stretched exponential factor represents
the long-time cage relaxation (α−relaxation) which leads to the long-time diffusional
motion of the water molecule.

The inverse of the self-diffusion constant for hydration water, 1/D, calculated by MD
simulation as a function of 1/T is plotted in Figure 62, and its inset shows a compar-
ison with experimental data obtained by NMR [317]. The diffusion constant has been
calculated from the trajectories according to the Einstein relation Limt→∞⟨X(t)2⟩ =
2Dt. The fragile part has been fitted with a Vogel-Fulcher-Tammann (VFT) equation,
1/D = 142.8exp − [520.5/(T − 169)] ps, while the strong side, with an Arrhenius form,
1/D = 142.8exp[2086.7/T ] ps. The agreement with experimental results is again quan-
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Fig. 61. – The Water proton incoherent self-intermediate scattering functions calculated at six
different temperatures. The ISF at five different Q-values (from top to bottom, 0.4, 0.5, 0.6, 0.7,

and 0.8Å−1), inset. The choice of the Q range was dictated by the low-limit value of Q = 0.2Å−1

imposed by the box dimensions and the high-limit value of Q = 1Å−1, below which rotational
motions can be neglected. The solid curves are fits to the relaxing cage model in a wide time
range of 7 orders of magnitude, between 2fs and 20ns.

titative, as it can be seen also from the fitting parameters. In particular, it should be
noted that the crossover temperature, TL, is 225 K in the simulation case and 223 K in

Fig. 62. – Temperature dependence of the inverse diffusion constant, 1/D, from MD simulations.
The diffusion constant has been calculated from the trajectories according to the Einstein rela-
tion, Limt→∞

⟨
X2(t)

⟩
= 2Dt. The MSD fitting began after a time long enough for the water

molecule to escape its cage and diffuse. Numerical data are fitted with a Vogel-Fulcher-Tammann
law at high temperatures (dotted lines) and with an Arrhenius law at low temperatures (solid
lines) but with the same prefactor (see text for details). (inset) Comparison between MD sim-
ulations and NMR data [317].
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the experiment. They are essentially identical within the experimental uncertainty.
As one can see from Figure 61, the RCM fits of the ISF, both the time depen-

dence and the Q−dependence, are excellent, allowing us to extract τ0 as a function of
temperature, as shown in Figure 63. The Q-dependent relaxation time, τT (Q), for

Q < 1Å−1 has been shown experimentally [114] and by a MD simulation [380] to be
τT (Q) ∼= τ0(aQ)γ , where a is a suitably chosen length scale that makes the parameter
τ0, having a dimension of time. A Q−independent average translational relaxation time
can then be defined as ⟨τT ⟩ = τ0Γ(1/β)/β , where Γ is the gamma function and β is the
stretch exponent. The absolute value of ⟨τT ⟩ is dependent on the value of the parameter
a chosen to fit the quasi-elastic spectral line shape. Furthermore, even though ⟨τT ⟩ seems
to exceed the length of the trajectories (50ns) at low temperatures, it should be noted
that the parameter extracted from the fitting procedure is τ0, and this value is always
within the limits of the simulations.

Fig. 63. – Temperature dependence of the average translational relaxation time, ⟨τT ⟩, from
MD simulation; T0 is the ideal glass transition temperature. Numerical data are fitted with
a Vogel-Fulcher-Tammann (VFT) law at high temperatures and with an Arrhenius law at low
temperatures (solid lines) but with the same prefactor (see text for details). (inset) Comparison
between MD simulation and QENS data [201] the difference in the absolute scale is due to the

different choices of the parameter a (aMD = 1Å, aexp = 0.5Å) in the equation relating τT (Q)
and τ0 in the fitting process.

The crossover feature is clearly visible looking at the decay of the ISF below and
above TL. As for the inverse of the self-diffusion constant, the fragile part is fitted
with a VFT expression, ⟨τT ⟩ = 5.0exp[300/(T − 182)], and the strong part with an
Arrhenius equation, ⟨τT ⟩ = 5.0exp[1704/T ]. The crossover temperature is determined to
be TL = 221K, very close to the experimental value of 220K obtained in the neutron
scattering experiments [201]. Considering the value obtained by the inverse of the self-
diffusion fit, one can put the crossover at a temperature of TL(MD) = 223± 2K, while
TL(exp) = 222± 3K, a remarkable agreement.
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The inset reports the comparison between MD simulation and QENS data [201] the
difference in the absolute scale is due to the different choices of the parameter a (aMD =

1Å, aexp = 0.5Å) in the equation relating τT (Q) and τ0 in the fitting process. In summary,
these results give demonstration by MD simulations that the low-temperature crossover
phenomenon is due to the average translational motion of all the water molecules in
the hydration layer; furthermore, by a simulation using a realistic powder model, one
can quantitatively account for the temperature dependence of experimental data, both
from NMR and from neutron scattering. The quality of the reported results in the MD
simulation of biological systems and their hydration water stimulated further studies
and analysis in order to gain new information on bio-macromolecules, like the hydration
level dependence of the dynamic crossover phenomenon and in particular how does the
relative amount of water that hydrates the protein powder affect its dynamics. For this
it has been considered the idea to focus the attention on different hydration levels by
increasing it from the studied value of h = 0.3 to h = 0.45 (726 water molecules) and
h = 0.6 (968 water molecules). In these cases, the simulation started from a random
distribution of the water molecules in a box with the two proteins by equilibrating the
systems in the NPT (T = 280K, P = 1bar) ensemble for several nanoseconds, until the
edges of the box reached a constant length, then a 60ns annealing simulation with a slow
linear temperature ramp from 280K to 190K was ran (Fig. 64).

Fig. 64. – Snapshot from MD simulation at T = 250K of the hydrated lysozyme powder model
at the three hydration levels: h = 0.3, 0.45 and 0.6. In the box are contained two lysozyme
molecules and 484 molecules around them.
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Simulations at each temperature were then started from the equilibrated configuration
of the annealing simulation. Each run lasted 50 more ns, and all the other details of the
calculation are the same as in the h = 0.3 case. Figure 64 reports the snapshot of the
simulation box of the 3 hydration levels considered; the picture gives evidence that when
more and more solvent molecules are added, the water density becomes progressively
more bulk-like. As previously said, the hydration level h = 0.3 corresponds to the
average water coverage of the protein surface; thus when this parameter is increased,
water is forced to keep its distance from the macromolecule. On this subject it has been
shown [370] that the first hydration layer (∼ 2Å from the protein surface) is about 15%
more dense respect to bulk water, but that the normal density is recovered in the second
hydration layer (∼ 4.5Å). Therefore, it is expected that going from the h = 0.3 to the
h = 0.6 case, water properties would shift toward the bulk case. Such a situation has
been confirmed by the behavior of the intermediate scattering functions (ISF); in fact
from both the temperature and the Q-dependence at the hydration levels h = 0.45 and
0.6, one can see immediately that, as h increases, the dynamics is faster. This is in
agreement with the view that water-water interactions are less strong than protein-water
interactions, so that the bulk water limit corresponds to minimum relaxation times.

The panels of Figure 65, where the Arrhenius plot of the average τ is plotted as a
function of the hydration level, confirm this statement. Three situations, as h increases,
are evident from this picture: i) average alpha-relaxation time decreases, ii) the crossover
temperature TL decreases, iii) the activation energy EA of the Arrhenius part decreases.
Both the first and the second point confirm the hypothesis that the bulk water case is a
limit case. In fact, this study shows that a box of 512 TIP4P-Ew water molecules has
TL = 215K (TL = 222, 218 and 216K for h = 0.3, 0.45 and 0.6 respectively). Such a
result evidences that the protein-water interactions shift the temperature dependence of
water dynamics to higher T , and still the essential characteristics and phenomena present
in hydration water are qualitatively preserved.

 

Fig. 65. – The hydration level dependence of the crossover temperature TL for lysozyme hydra-
tion water. Note as the hydration level increases, the crossover temperature decreases and also
the relaxation time < τT > at TL(h) decreases [371].
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18. – The high temperature (protein denaturation) dynamical crossover

As previously reported, lysozyme under thermal denaturation [273,307,339] exhibits
intermediate structures (the same can be induced by pressure and chemical changes, see
e.g. ref. [389]). Its unfolding process can therefore be considered as a three-state model
N � I −→ U . The first step is usually called reversible denaturation and can be seen as
a kind of strong-to-fragile liquid transition associated with the configurational entropy
change [390], while the second step is the irreversible denaturation and it is due to an
association of unfolded lysozyme units [391].

In this section, we consider that this reversible denaturation may be related to the
dynamic crossover that protein hydration water undergoes at TD ≈ 345 ± 5K. At this
temperature, as showed by the previous reported NMR self-diffusion results [317], a
sudden change in hydration water dynamics takes place, in fact the inverse diffusion
constant switches from a Super-Arrhenius behavior at low temperatures to an Arrhenius
behavior at high temperatures. We have also reported as Neutrons (QENS) and NMR
techniques can be properly used to study the protein hydration water as a function of the
temperature, pressure and hydration level. The NMR measures the diffusion constant on
a long time (ms) scale whereas the QENS measures cover a sub-nanosecond scale giving
more accurate results from which other relevant data can be extracted like the atomic
mean square displacement, MSD (Fig. 66).

Fig. 66. – Mean square displacement
⟨
X2

⟩
HP

as a function of temperature for protein hydrogen
atoms calculated from MD simulations after 500ps.

The existence of these crossovers can also be shown theoretically. In fact whenever
the specific heat has a peak, the Arrhenius Plot of the inverse of the diffusion constant
has a slope change. This can be seen with the well known Adam-Gibbs equation,

(55)
1

D
=

1

D0
= exp(C/TSconf )



TRANSPORT PROPERTIES OF SUPERCOOLED CONFINED WATER 109

where 1/D0 is a prefactor, C a constant and Sconf represents the configurational
entropy. If we assume that the Adam-Gibbs equation is valid also at high temperatures
for hydration water, the specific heat peak observed by calorimetry during lysozyme
thermal denaturation [273] agrees with the NMR data, i.e., the existence of a high-
temperature crossover phenomenon for the inverse of the diffusion constant [317]. This
picture has been fully confirmed by the new interpretation of NMR data [307] for which
a measure of the chemical shift δ gives the configurational specific heat. In particular,
for the case of lysozyme (see Figure 43) it has been also found that the contribution of
the configurational disorder to entropy is dominant, so Sconf ≈ S and

(56) Sconf (T ) ≈ Sconf (0) +

∫ T

0

Cp

T
dT

A law, that as has been found to be valid at low temperature in the supercooled region
of water by MD computer simulations [392] and some experiments [393]. As a numerical
example, the Arrhenius plot of the resulting D0/D as obtained by substitution in the
latter equation of Cp reported in [273] is shown in Fig.67. Both the plots of entropy
and D0/D evidence a kink at 340± 5K, corresponding approximately to the maximum
in the configurational specific heat (see also Figure 43).

Fig. 67. – (A) Specific heat measurement of lysozyme solution from Ref. [273] Inset: Entropy as
a function of temperature calculated from integration of the experimental CP from 290 to 370
K. (B) Arrhenius plot of D0/D vs. 1000/T calculated according to the Adam–Gibbs equation
see text for details . D0 is the prefactor in the Adam–Gibbs equation, S0 is S(290K). As a
numerical example, it is chosen S0 = 1J/gK and C = 700J/g. This equation predicts a change
in the slope for the inverse of the diffusion constant at ≈ 340± 5K.
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Here we discuss, the inverse diffusion constant 1/D and the migration distance d of
the hydration water molecules, extracted from QENS spectra. In addition we consider
and compare with the corresponding QENS result, quantities calculated from MD simu-
lations like: the 1/D, the protein backbone root mean square displacement (RMSD), the
hydrogen bond relaxation time τR and the protein hydrogen atom mean square displace-
ment ⟨X2⟩. These quantities taken all together indicate that an abrupt change in the
water-lysozyme hydrogen bonding occurs in the temperature interval between 330K and
345K, in the same T range found by calorimetric and Raman scattering measurements
for the reversible conversion of N � I in lysozyme solutions.

To probe such a situation the experimental and MD methods used have been analo-
gous to that regarding the low-temperature dynamic crossover taking place at the lowest
temperatures regime (TL ≈ 220K). There is however a special situation in the experimen-
tal approach (QENS experiments) that deserves some details reported in the following:
in fact, for this experiment, in order to measure the diffusive motion of lysozyme hy-
dration water from 290K to 380K for the first time the high-resolution (about 3.5 µeV ,
FWHM) backscattering spectrometer BASIS, at Spallation Neutron Source (SNS), the
most intense pulsed neutron source in the world, was used. Specifically, BASIS is well
suited for probing diffusive and relaxational motions but can also be effectively used for
studying some types of collective excitations in condensed matter, such as boson peak.
In the quasielastic regime of operation, BASIS can be used to probe dynamic processes
on the pico− to nano− second time scale.

BASIS is an inverse geometry time-of-flight backscattering spectrometer that uses
near-backscattering neutron reflections from Si(111) analyzer crystals to select the final

energy of neutron of 2.08 meV (6.267 Å). The silicon analyzer crystals cover approxi-
mately 2.0 ster (16% of 4π). Neutrons are scattered by a sample illuminated by a poly-
chromatic neutron beam, the bandwidth of which is defined by a set of neutron choppers.
The dynamic range of the experiment can be adjusted by operating the choppers at ei-
ther 60 Hz or a lower frequency. In this study, the choppers have operated at 30 Hz
(matching the current accelerator frequency). A dynamic range −200 µeV < E < +200
µeV has been selected; it was free of excessive signal contamination that resulted from
the instrument background, which was not yet fully optimized at the time of the experi-
ment. When the experiment was carried out, the proton accelerator beam power on the
mercury target was stabilized around 160 kW , which is only 10% of the designed power
of 1.4 MW .

In the experiment, both an H2O hydrated and a D2O hydrated lysozyme sample were
considered. By subtracting the two spectra with correct mass and transmission ratios it
was possible to obtain spectra with the contribution from hydration water only. [Note:
BASIS can not measure the transmission of neutrons. However, its transmission was esti-
mated by means of a separate experiment done with DCS (Disk Chopper Spectrometer)
at NCNR (NIST Center for Neutron Research)]. An example of the spectra before the
subtraction is shown in Figure 68. Because of the very large incoherent cross section of
hydrogen atom, neutrons are predominantly scattered by an incoherent process from the
hydrogen atoms of water, rather than by the coherent scattering process from the oxygen
atoms. In comparison, the scattering cross section from D2O is much smaller than that
from H2O and contains both coherent and incoherent components. The dynamics of
water in the temperature range from 290K to 380K, covering the protein denaturation
process, spans from 5 µeV to 25 µeV in terms of Half Width at Half Maximum (HWHM).
So BASIS is the only ideal tool to study the wide range of dynamics of the protein hydra-
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tion water in the high temperature range with good resolution. The vanadium standard
was measured for normalization of the detectors efficiency.

Fig. 68. – Typical spectra of hydrated lysozyme (H2O andD2O), obtained before the subtraction
procedure from which one can obtain, by using the corresponding mass and transmission ratios,
the contribution from hydration water only.

In this case QENS experiments essentially provide the incoherent dynamic structure
factor SH(Q,E) of the hydrogen atoms of the water molecules in the protein hydration
layer. The measured neutron intensity at each Q is analyzed with the following model:

(57) I(Q,E) = A [p(Q)δ(E) + (1− p(Q))SH(Q,E)]⊗R(Q,E)−BG

where A is the normalization factor, p(Q) is the elastic scattering component, taking
into account the scattering from particles that do not move a length comparable to 2π/Q
on the time scale corresponding to the spectrometer’s elastic energy resolution function
(1.351 − 1.78 µeV in terms of HWHM from the lowest Q = 0.37Å−1 to the highest

Q = 1.94Å−1) and R(Q,E) is the Q−dependent energy resolution function. BG is the
nonlinear background processed by means of a power law term BG = const ·(E+E0)

−1.5

where E0 is the incident neutron energy 2.08 meV . In addition, being the resolution
function R(Q,E) of BASIS asymmetric a sum of Gaussian function was used to represent
it. A resolution function which is broader on the negative energy transfer side is fully
expected at a spallation-source-based spectrometer such as BASIS, the fast rise and the
slow decay reflect the pulse shape of the neutron moderator.

Generally, see e.g. the section 8
.
3, the incoherent dynamic structure factor is a

convolution of the translational dynamic structure factor, ST (Q,E), and the rotational
one, SR(Q,E): SH(Q,E) = ST (Q,E) ⊗ SR(Q,E). In addition, for small Q spectra,

Q < 1Å−1 the rotational contribution can be made negligibly small [380], hence the
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incoherent dynamic structure factor of hydrogen atoms in hydration water is approxi-
mated by ST (Q,E). Hence, according to the previous discussions, the self-intermediate
scattering function FH(Q, t) can be calculated as the Fourier transform of the incoherent
dynamic structure factor SH(Q,E), where its long time decay is more like a stretched
exponential FH(Q, t) = exp[−Γ(Q)t]β . When the temperature is above the room tem-
perature, the stretched exponent β is only slightly less than unity for low Q spectra. A
situation for which the exponential form FH(Q, t) ≈ exp(−Γ(Q)t) can be approximately
used, or equivalently, in frequency domain the incoherent dynamics structure factor of
water is approximated as a Lorentzian shape function [394].

(58) SH(Q,E) ≈ ST (Q,E) =
1

π

Γ(Q)

E2 + Γ(Q)

where Γ(Q) is the half width at half maximum (HWHM). Its validity can also be
confirmed by the good agreement between the experimental data and the fitted curve
with the model for all temperatures and wave vector transfers. In the Q→ 0 limit, it is
well known that Γ(Q) = DQ2, where D is again the translational self-diffusion constant
of water molecules. Thus for the finite, but small Q, we may take into account the next
order correction to the Q2 dependence as follows:

(59) Γ(Q) = DQ2(1− ξ2Q2 + L) =
DQ2

1 + ξ2Q2

This latter equation is indeed independent of any model in the low Q limit and
represents very good approximation to extract D from low Q spectra. In fact, the often
used jump diffusion model is equivalent to putting ξ2 = Dτ0 , where τ0 is the average
time duration that a water molecule spends oscillating in a cage forming by its nearest
neighbors [394]. On the other hand, in the so called Singwi-Sjölander model of water [395],
the motion of a typical water molecule is described as: first trapping in a cage oscillating
for a period τ0, following by a diffusion of a duration τ1 , and this pattern of motion
repeats itself. The HWHM in this model is given by (in the short diffusion time τ1 limit):

(60) Γ(Q) =
1

τ0

[
1− exp(−2W )

1 +DQ2τ0

]
where the exponential form represents again the Debye-Waller factor (see Eq. 47)

directly related with the MSD
⟨
x2

⟩
that in this case represents the mean square vibra-

tional amplitude along the direction of Q. Being, as previously determined [380, 394],⟨
x2

⟩
≈ (0.5)2 Å2 the Debye-Waller factor will approximately equal to unity for Q < 1

Å−1, a limit for which the two latter equations are identical with ξ2 = Dτ0.
In the case of protein hydration water, the realistic picture of the motions of the water

molecules is describable neither by the jump diffusion model nor by the Singwi-Sjölander
model. In the dense liquid state near the room temperature, a water molecule is first
trapped in a site for a time interval τ0, on the order of 0.1 ps, oscillating in a cage formed
by adjacent water molecules connecting by hydrogen bonds. The hydrogen bonds are
continuously breaking and reforming. After the time τ0, the cage gradually relaxes, and
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then the water molecule starts to move away from the trapped site for a time interval
τ1, until it gets trapped again in a new site. However, the cage relaxation time τ1 is not
necessarily much less than τ0. It depends on the temperature of water and can be, as
observed in the many cases of confined water here presented, on the order of ps to ns at
low temperatures.

ThereforeD can be easily extracted if the Eq. 59 is written as 1/Γ(Q) = (1/D)((1/Q2)+
ξ2), and plotting 1/Γ vs. 1/Q2; the result is a linear equation with a slope 1/D (see e.g.
Fig. 69). On the other hand, after extracting D in this way, one can then plot D/Γ
vs. 1/Q2. The result is a set of parallel straight lines with a zero intercept ξ2 that can
thus be extracted with tolerable accuracy. So, one can finally calculate the characteristic
migration distance between successive traps of water molecules using ξ2 as:

(61) d =
√
⟨l2⟩ =

√
6ξ2

It is a measure of the average distance that a water molecule travels between two
successive traps. While the self-diffusion constant D represents how fast a molecule
diffuses, the migration distance d represents how far the center of mass of a typical
molecule translates in the cage relaxation process, before it gets trapped again.

Following the protein powder model discussed for the low temperature crossover,
lysozyme molecules (Protein Data Bank file 1AKI.pdb) randomly oriented are put in a
box two OPLSAA29 and 484 TIP4P-Ew water molecule, so that is h = 0.3 for each pro-
tein. Eight chloride ions for each protein were added to neutralize the system composed
of 5872 atoms. The Lennard-Jones interactions were truncated beyond 1.4 nm, while
electrostatic interactions, calculated with the Particle Mesh Ewald method were trun-
cated at 0.9 nm. Three-dimensional periodic boundary conditions were applied and the
equations of motions were integrated using the Verlet leap-frog algorithm with a 2 fs time
step. All bonds were constrained at their equilibrium values using the LINear Constraint
Solver algorithm (LINCS). After an energy minimization of 5000 steps with the Steepest
Descent algorithm, the system was equilibrated in a NPT ensemble (isobaric-isothermal)
for 10 ns at 300 K. Nine simulations were performed at different temperatures (from
290 K to 370 K, with 10 K intervals) with a parallel-compiled version of GROMACS33.

Simulations were performed using a triclinic cell (box size ∼ 43 × 37 × 32 Å) and each
MD simulation length was 50 ns after the equilibration time. After that the hydrogen
bond correlation function was calculated according to c(t) = ⟨h(0)h(t)⟩ / ⟨h(t)⟩ where
h(t) = 1 if the hydrogen bond exists and h(t) = 0 otherwise. From the decay of this
correlation function one can calculate the hydrogen bond relaxation time τR, as the 1/e
value of c(t) [396].

The proposed model was thus used to analyze measured QENS spectra of the protein
hydration water for temperatures ranging from 290 K to 380 K, covering the first stage
of the denaturation process, occurring at the reversible protein denaturation temperature
around 345 K. In joint was also developed a MD simulation study for the same process,
the main obtained results are exposed in the following.

Figure 69 shows the plot of 1/Γ vs. 1/Q2 extracted from spectra taken at all the
temperatures (A). It displays clearly a series of straight lines. The slopes of these lines
are, obviously, the inverse diffusion constants 1/D. Using this way, the slopes of the
straight lines are extracted accurately (see the error bars in the Figure 70). However,
the uncertainties of the intercepts are too large to show any useful information. In the
same figure (B) the plots of 1/Γ(Q) vs. 1/Q2 are reported. Also in this case there
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Fig. 69. – The plots of 1/Γ vs 1/Q2 (panel A) and of D/Γ vs 1/Q2 (panel B) for measured

temperatures from 291 to 380K at low Q = 0.37, 0.73, 1.07 Å−1. The solid lines are the fitting
results. The slopes of the straight lines in panel A give the inverse diffusion constant 1/D,
whereas the zero intercepts in panel B give ξ2.

is a series of parallel straight lines, the zero intercepts of which give ξ2. In this way,
the fitting of the original intercepts are bypassed and new intercepts ξ2 within tolerable
uncertainties are obtained.

Figure 70 shows the Arrhenius plot of the extracted log(1/D) vs. 1/T and d vs. T .
Figure 70A shows an evidence of an Arrhenius to Super-Arrhenius dynamic crossover as
the temperature is raised across TD = 345± 5K. Below TD, the inverse diffusion constant
can be fitted with the Vogel-Fucher-Tamman Law as 1/D = 1/D0 exp [CT0/(T − T0)]
with T0 = 204 ± 36 K and C = 0.94. While above TD, the inverse diffusion constant
can be fitted with the Arrhenius Law 1/D = 1/D0 exp(EA/RT ) with EA = 5.97± 0.55
kcal/mol, which corresponds to about an energy needed to break 2.4 hydrogen bonds at
TD [397]. The exact value of TD was then evaluated as the crossing point of the two laws.
Figure 70B shows the extracted d, i.e. the migration distance of the water molecules
between two successive trap sites. One can see that it is increasing slowly below TD,
from 4.2 to 5.6 Å, but rises sharply above TD to 9.6 Å at 380 K. The result is consistent
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Fig. 70. – The Arrhenius plot of experimentally extracted log(1/D) vs 1000/T of the protein
hydration water shows an evidence of a super-Arrhenius nonlinear behavior to Arrhenius linear
behavior dynamic crossover as the temperature is raised through TD = 345 ± 5K (panel A).
Plot of experimentally extracted average migration distance d of the hydration water (panel B).
This quantity is slowly increasing linearly within experimental error bars below TD but rises
sharply above TD, indicating a longer migration of water molecules in between two successive
trap sites.

with the literature results 6− 9Å at room temperature. The sharp changes of both the
self-diffusion constant D and the migration distance d indicate a large scale enhanced
movement of the water molecules above the crossover temperature TD, when the lifetime
of the HB network of the water molecules becomes shorter, and thus it is not able to
maintain the shape of the protein.

The following MD simulation results together with the confirmation of this dynamic
crossover give evidence that the dynamic crossover in protein hydration water is probably
connected to the first stage of the unfolding process of the protein. The protein backbone
root of mean square displacement (RMSD) calculated from the trajectories shows a
sudden increase between 330 K and 340 K (Figure 71), signaling the beginning of the
denaturation process. Molecular Dynamics simulations are limited to a time-step on the
order of fs, while protein unfolding occurs on timescales of the order of ms. In that
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Fig. 71. – Comparison of the backbone RMSD as a function of time at different T . This quantity
was calculated for the last 15 ns of the trajectories and averaged over the two lysozyme molecules.
No remarkable change is detected until 340 Kwhen the protein increases its flexibility.

cases, atomistic simulations of the whole denaturation process are still utopian for the
conventional computers capabilities, nevertheless, a few ns are enough to capture at least
its dynamic beginning. At the same temperature, the Arrhenius plot of 1/D (Figure
72) obtained from the MD simulation shows a change in its behavior at TD = 340± 5 K,
reproducing well the neutron scattering data and qualitatively the Adam-Gibbs equation.
In particular, the extracted activation energy EA = 5.25± 0.5 kcal/mol is in agreement
with the experimental value (EA = 5.97± 0.55 kcal/mol).

Fig. 72. – Arrhenius plot of the inverse diffusion constant for lysozyme hydration water, calcu-
lated from MD simulations. The curve shows an Arrhenius high T to super-Arrhenius low T
dynamic crossover similar to the one observed by quasi-elastic neutron scattering (Fig. 70). The
D values were obtained from the trajectories according to the Einstein relation with a linear fit
of water MSD from 300 to 600ps. Numerical data are fitted with a VFT law at low temperatures
(dashed line) and with an Arrhenius law at high temperatures (solid line).
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The underlying physical mechanism for lysozyme reversible denaturation can be seen
from the examination of the following three physical quantities calculated from the MD
simulations. Figure 73A displays the onset temperature of the reversible denaturation,
TD: the protein hydrogen atoms MSD has a sharp increase as a function of temperature
between 330 K and 340 K, in agreement with the onset temperature for reversible
denaturation determined by calorimetry [273].

Fig. 73. – Protein hydrogen atom mean square displacement calculated from MD simulations
after 500ps and averaging over the time origins for the last 10ns of each simulation (panel A).
Inverse hydrogen bond relaxation time calculated from the 1/e value of the corresponding time
correlation function (panel B). Only the hydrogen bonds (HB) between water molecules and
protein were considered. Number of HBs between water molecules and protein as a function
of temperature calculated averaging over the last 10ns of the trajectories (rcut = 0.35nm,
θcut = 30o) (Panel C).

Figure 73B shows that at the same temperature TD, the inverse of the water-protein
hydrogen bond relaxation time (relaxation rate) deviates from linearity, signaling the be-
ginning of the breakdown of the hydrogen bond network around the protein. The increase
in the hydrogen bond relaxation rate is therefore the cause of the enhanced protein flex-
ibility, as already pointed out by Wood et al. [398] for the low temperature protein
dynamical transition. In that case, they found a correlation between the decrease of pro-
tein H-bond network relaxation time (due to the onset of water translational diffusion)
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and the sudden increase in the protein hydrogen atoms MSD at TL = 220 K. The sit-
uation is qualitatively analogous for the high temperature case, but with a quantitative
difference: the solvent cage is not able to constrain the folded protein structure anymore
and the macromolecule increases its ability of sampling the configurational space. Due
to the decrease of the hydrogen bond lifetime, its flexibility becomes large enough to
start the unfolding process. Figure 73C shows that as T further increases, the num-
ber of hydrogen bonds between water and the protein has a sharp change in its rate
of decrease at TD = 340 K, from 0.3 to 1.2 HBs/K. That is to say, the dynamics of
interfacial water and its interactions with the protein surface are critical for the stability
of protein structure. As soon as the strength of HBs at the interface between water
and protein reaches a certain value, the 2 − d network around the protein that kept it
folded collapses, allowing the macromolecule to increase its flexibility and to begin the
denaturation process. We believe that the crossover phenomenon is a characteristic of
the whole water-protein system: the decreased interaction at the water-protein interface
is the cause of both the crossover and the denaturation. On one hand, water becomes
more mobile (increased diffusion constant); on the other, protein is not constrained by
the hydrogen bond network and can unfold.

In conclusion of this section, it is important to stress that the combination of both the
low-Q QENS data and MD simulations allows to explain on a molecular basis the onset
of the reversible folding and the successive irreversible denaturation. In particular, by
considering these results and the cited NMR and FTIR experimental data [307,317] it is
possible to conclude that the denaturation of the protein and the dynamic crossover in its
hydration water are causally related, in fact all their coincidences suggest that this high
temperature dynamic crossover could be a factor involved in the reversible denaturation
process. We have also to highlight that the system water/biomolecules represents an
(probably the most) important and challenging research field that in the next future
certainly will be the key for which statistical physics can open the knowledge front door
in the fashioning field of molecular biology.

19. – Concluding Remarks

We have reported many studies, both experimental and theoretical, on confined water
highlighting the many and new important properties discovered just for the possibility to
enter inside the no-man’s land. The main results are: 1) the existence of the dynamical
crossover FSC at a precise temperature; 2) the presence of the Widom line TW (p); 3) the
breakdown of the Stokes-Einstein relation (BSE) for T < TW (p) [198,328,330,382-384];
4) the coincidence of the FSC singularity with the BSE at the same TW gives support
to the LLPT theory according to which liquid water consists of a mixture of two different
local liquid structures (the LDL and HDL phases); 5) systematic changes in the static
structure factor S(q) and the corresponding pair correlation function g(r) revealing that
for T < TW (p) the system resembles more the structure of LDL than HDL; 7) appearance
for T < TW (p) of a shoulder in the dynamic structure factor S(q, ω) at a frequency
ω ≈ 60 cm−1 ≈ 2THz [201, 317]; 8) rapid increase in hydrogen bonding degree for
T < TW (p) [196, 202]; 9) a minimum in the density at low temperature [203, 244]; 10)
a scaled equation of state near the critical point [204]; 11) the clearcut maximum in
the coefficient of thermal expansion at TW ≈ 225K [244, 307, 387], which remarkably is
the same temperature as the specific heat maxima: the one measured with conventional
calorimetry [292] and the second one obtained by NMR [307]. It is possible that the
phenomena that appear to occur on crossing the Widom line are in fact not coincidences,
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but are related to the changes in local structure that occur when the system changes from
the “HDL-like” side to the “LDL-like” side. In this work we concentrated on reviewing
the evidence for changes in dynamic transport properties, such as diffusion constant
and relaxation time. However, these phenomena belong only to confined water, being
impossible to explore them in bulk phase. There is, thus, a proper suspicion that bulk
water can have a completely different physics.

Of paramount importance are also the two crossovers observed in the protein hy-
dration water, that on the basis of the many results, here reported, can be considered
the responsible of the biological activity of these macromolecules, including RNA and
DNA (see e.g. [365]). It is surprising, as reported by the neutron measurements of the
MSD the evidence that the crossover temperature of the two systems, biopolymer and
its hydration water, are closely synchronized. More precisely, as reported by the FTIR
experiment [317] when the biosystem restores its dynamics, the solvent crosses from a
strong to a fragile liquid; i.e. when water changes from a thermal state dominated by
the HB networking (in which the LDL dominates) to one where the HDL is the majority
(see e.g. Figure 46). At the same time the irreversible denaturation takes place when
the HB numbers decrease to values for which only few water molecules are bonded.

Some of these result was the subject of some criticism: for example the analysis of the
Neutron data that showed the existence of a density minimum [203]. The results of several
simulations [399-403] suggest that water, when confined in small enough cavities, cannot
be considered a homogeneous fluid, and its local density can depend on the interaction
and distance from the surface of the confining structure. More precisely, depending on
the degree of hydrophilicity of the substrate, void regions may show up, either within the
fluid (cohesive failure), or at the water-substrate interface (adhesive failure) [402]. The
corresponding density fluctuations are reflected, and thus observable, in the shape of the
density profiles across the pore radius. In such a situation, however, average quantities,
such as density and any other function defined by an integral over the fluid volume,
will be ill-defined, when void regions are present. These quantities describe indeed an
“average fluid” which is only a very crude approximation of the real material.

On the idea that the density profiles can suggest instead a more reliable description
of arrangements of water molecules within the pore, a different interpretation of the
neutron spectra has been recently considered [403]. A more defined analysis of the system
structure may be obtained by performing a shell analysis of the structural quantities of
interest, choosing for instance a cylindrical shell geometry, with the requirement that the
density profile can be considered almost constant within the shell thickness. This kind of
analysis can be performed provided that the data at long and intermediate Q range are
used in the atomistic simulation, in order to collect molecular configurations compatible
with the experimental data.

Just to explore such a situation, a neutron diffraction experiment, by exploiting the
H/D isotopic substitution method on all exchangeable hydrogens, of water confined in
MCM-41-S-15 was conducted at four temperatures, namely 300 K, 240 K, 210 K and 170
K. The experiment has been performed at the SANDALS time of flight diffractometer
at the ISIS spallation neutron source by covering a range of momentum transfer, Q, from
0.05 to 30Å−1 [403].

From the obtained spectra it has been observed that when water is deeply supercooled,
the intensity of the Bragg peak goes through a minimum at about T = 210K, suggesting,
according to ref. [203], that the characteristic length scale of the density fluctuations is
minimal at this temperature.

However, the first observation coming out from this analysis is that the Radial Dis-
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tribution Functions (RDF) of the individual layers are strongly different one from each
other and have different thermal behaviors. At ambient temperature the intensity of the
first peak of the oxygen-oxygen RDF shows marked changes on going from the center
of the pore towards the substrate and for the layer closest to the pore surface a second
peak can hardly be identified. These huge differences decrease on supercooling to 210 K,
where they reach their minimum, while differences of intensity and position of the peaks
increase again at 170 K. At ambient conditions the first peak of the oxygen-hydrogen
RDF, that is known as the hydrogen bond peak, is extremely weak, while the second
one develops a double structure for the layers closer to the confining substrate. The
T−evolution of these RDFs is characterized by changes of the intensity of the HB peak
and of the relative intensity of the double structure of the second peak. The changes of
the structure of the shells closer to the substrate (external water layers) may be ascribed
to the temperature dependence of the interaction with the substrate, but it has been
noticed that the coordination between first neighbors is strongly affected by temperature
at any distance from the walls. Significant changes of the orientational order have been
observed by monitoring the distribution functions of the angle formed by the lines joining
the oxygen atom of a given water molecule and those of its nearest neighbors, P (θ), and
in the quantity defined as the orientational order parameter, q [149]. Thus, although the
temperature behavior of the intensity of the measured density profiles seems consistent
with the previous Neutron experiment that proposes the existence of a water density
minimum at 210 K, the main findings reported in this study contradict such a result. In
particular they are the following:

i) confined water appears, if compared with the bulk, as a non homogeneous fluid;
a multitude of intricate structures characterize confined water, depending on the pore
size and surface morphology, and under cooling these structures do not evolve towards a
lower density, more ordered state at 210 K as suggested by [203].

ii) Equally the local order in water, as characterized by the radial distribution func-
tions, appears to be rather different from the bulk liquid. The tetrahedral order pa-
rameter q is generally lower in confinement at all temperatures compared to the bulk,
especially close to the interface. However it is also clear that at temperatures around 210
K the structure undergoes some sort of turning point: the density distribution appears
most uniform at this temperature and all water shells look similar in structure. This
change is associated with a movement of the main liquid diffraction peak to a position
coincident with that found in both low density amorphous ice (LDA) and crystalline ice
Ih. Besides the existence of the water density minimum, this latter result well agrees with
the idea of the existence of a dynamic crossover observed at TL, although the tempera-
ture of 210 K is some degrees far from TL. In our opinion such a structural turning point
is the effect of the dynamical heterogeneities governing the system behavior especially in
the supercooled regime; such a situation is probably reflected into a structural analysis
because of the progressive freezing of the HB dynamics on decreasing temperature [the
HB relaxation time (τ) increases of about six orders of magnitude, starting from some
pico-seconds measured at ambient temperature, on going in the deep supercooled region].

Very recently it has been suggested that the dynamical crossover observed near TL
is a phenomenon entirely due to the constraint effects of the finite sizes of the confining
materials, Swenson et al. [404]. Thus, there is not a crossover process due to the thermal
evolution of water from fragile to strong glass forming material: i.e. the FSC. This
idea started from some interesting considerations about the viscosity changes in glass
forming materials (according also with the Mode Coupling Theory approach for which
the density-density ISF is characterized by a two step relaxation, the α and the β) [404].
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The relaxation behavior of deeply supercooled liquids is, as it is well known, generally
described by the viscosity-related main (α) relaxation and one or several secondary (β)
relaxation processes. The relaxation time τα of the α process generally shows some degree
of super-Arrhenius temperature dependence (VFT-like), whereas the β processes tend to
follow the Arrhenius law. In this study this anomalous crossover was entirely ascribed to
a vanishing of the strongly cooperative relaxation. The corresponding explanation was
related to the reasonable fact that the viscosity-related main (α) relaxation of confined
water vanishes at a temperature where the volume required for the cooperative relaxation
becomes larger than the size of the geometrically confined water cluster. This occurs
typically around TL, implying that above this temperature one observes a merged α-β
relaxation, whereas below it only a local (β) relaxation remains. However, this does
not mean that a real fragile-to-strong transition cannot occur for bulk water or bulk-like
water where the α relaxation is actually observed in the deeply supercooled regime.

To support such idea the T−dependences of structural relaxation times obtained from
dielectric spectroscopy and quasi-elastic neutron scattering (QENS) of many different
materials have been considered by assuming that the ”normal” temperature dependence
of the relaxation time of a liquid is represented by propylene glycol (PG) in the sense that
both the bulk and the confined PG relaxes in the same way, with an apparent continuity;
thus showing a thermal behavior of the main relaxation time completely different from
that proposed from bulk and confined water. Confined water relaxation time appears
substantially altered if compared to the bulk one (which evidently is not the case for the
confined PG), but also shows the apparent fragile-to-strong transition. In addition, an
even more dramatic change of the T−dependence for water confined in the nanoporous
MCM-41 is well evident. These results however are not unique since show the most
common behavior for supercooled water in biological materials and other confinements.
Hence, to take into account such a situation bulk and confined ethylene glycol (EG)
have been studied in details. The Figure 74 reports all the considered EG dielectric
relaxation times. Bulk data comes out from two different experiments [404,405] whereas
confined EG results are all due to experiments by Huwe et al. [405] that report different
confining geometries, namely: sodalite (0.28 nm), silicalite (0.56×0.53 nm) and H-ZSM-
5 (0.55 × 0.51 nm) pores, zeolite beta a 3d network (0.76 × 0.74 nm) and AlPO4-5 a
nanotube with a diameter of 0.73 nm.

From this figure it seems clear the existence of a crossover between two thermal
behaviors both in bulk EG and for EG confined in the zeolite beta 3d network and in
AlPO4-5 nanotube, whereas a “strong” (i.e., Arrhenius) behavior seems to be obtained
under severe confinement, i.e. when the alcohol is trapped in cages with a pore diameter
less than 0.6 nm, at all the explored temperatures. It must be noticed also the marked
slowing down in the relaxation times for EG in sodalite if compared with that in silicalite
or H-ZSM-5. As already mentioned, the thermodynamical behavior of supercooled liquids
is characterized by two typical relaxations: a local (covering the short time regime of the
single molecule dynamics) and a cooperative relaxation (covering many temporal order
of magnitude). In the cooperative relaxation the corresponding density fluctuations are
due to a certain number of molecules interacting on a characteristic length scale ξ that
is larger than the characteristic molecular size a0. Under severe confinement of the
liquid that is when the liquid is confined in geometries characterized by small sizes l
comparable with the molecular dimensions (practically isolated in a cage of a single or
few molecules) and thus for l ≪ ξ only the local relaxation survives. Taking correctly into
account such a situation and only considering the τ data behavior of the bulk and EG
confined in silicalite and H-ZSM-5 (i.e. the very severe confinements shown in Figure
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Fig. 74. – The ethylene glycol (EG), bulk and confined, dielectric relaxation times (τ) measured
as a function of the temperature (and reported vs 1000/T in a log−lin scale). Bulk EG data
comes out from two different experiments [404, 405] whereas data for confined EG considers
different confining geometries: sodalite (0.28 nm), silicalite (0.56× 0.53 nm), H-ZSM-5 (0.55×
0.51 nm), zeolite beta a 3d network (0.76× 0.74 nm) and AlPO4-5 a nanotube with a diameter
of 0.73 nm [405]. The α relaxation is present both in bulk EG and in the EG confined in
the network and in the nanotube. The β relaxation can be observed in the bulk for very low
temperatures T < 150 K [404] and in EG in a very severe confinement at all the explored
temperatures, i.e. when the alcohol is trapped in cages with a pore diameter of about 0.55 nm.

74) it has been proposed that the crossover observed in supercooled confined water is
only an apparent FSC and that in the reality it is due to the observation of a merged
α − β relaxation at high temperatures and of a pure β relaxation below the apparent
transition.

Furthermore, after a series of proper considerations regarding the physics of water (in
bulk and confined), like the estimation of Tg, the authors of this study draw the following
conclusions: confined supercooled water does not exhibit any true glass transition, in
contrast to other liquids in similar confinements. Moreover, this implies that deeply
supercooled water in biological systems, such as membranes and proteins, generally shows
only a local β relaxation, a finding of importance for low temperature properties of
biological materials.

Although we consider very interesting such an approach, our idea is different and
comes out on the basis of some considerations concerning the crossover. The first one is
the following: on looking the Figure 74 it is evident that the α relaxation is present in
bulk EG as well as in EG confined in the zeolite beta 3d network and in the AlPO4-5
nanotube, at all the explored temperatures. The second is that in these τ(T ) data a well
defined crossover at about 200 Kis also present. This suggests a comparison among the
EG molecules confined in the AlPO4-5 nanotube and water confined in MCM-41; The
EG (OHCH2CH2OH) molecules can interact with each other in the same way as water
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(i.e. via the HB). EG molecular size is a0 ∼ 5.5Å, more than the double of that of water.
Therefore, as reported in the Figure 74, if the EG confined in nanotube with a pore
diameter 0.73 nm (the AlPO4-5 case) can relax maintaining its α relaxation, why water

a0 ∼ 2.2Å confined in a 1.8 nm MCM-41 pore has to pass from the α to the pure β
relaxation? In fact, just considering that the intermolecular interactions are of the same
type, if in the EG case only few interacting molecules are enough to giving rise to the
α relaxation, analogous considerations must hold also for water. Another point is the
following, even if deeply supercooled water, in contrast to most other liquids, requires an
exceptionally extended three-dimensional hydrogen bonded network in order to show the
main relaxation, in a sphere with a diameter of 1.8 nm, more than 100 water molecules
can be included, a number enough to support the growing of a large cluster. In addition,
on decreasing the temperature the HB becomes more and more stable letting the water
network to develop within the system. On the other hand, it is reasonably true that
the hosting surface can locally affect water properties with severe effects on the built-up
of the cluster. Just to explore in a deeper way such a situation, and also to look for
an experimental confirmation that the FSC occurs in bulk water or bulk-like water we
report in Figure 75 the relaxation times measured in bulk and in confined material from
a series of different experimental techniques.

Fig. 75. – Relaxation times measured, as a function of the temperature, with different exper-
imental techniques for water in bulk ( [409-413]) and in very confining geometries. All data
are reported vs 1000/T in a log−lin scale. For comparison data of propylene glycol (PG)
are also reported [416, 417]. Solid symbols regard Neutron scattering, whereas the open ones
deal with dielectric, Optical Kerr Effect (OKE), depolarized light scattering (DLS) and Nuclear
Magnetic Resonance (rotational-NMR). The following data are also reported: water confined
in clay [103, 406], in sieve [407, 408], in MCM-41 [97], in MCM-C10 [414], in MD simulation of
MCM [415], DLS for water in solution with glucose [418], and finally confined on the surface
of MCM (h = 0.11) in an experiment of quadrupole rotational NMR [419]. The dashed line
represents the crossover temperature TL.

In the figure some experimental data reported in ref. [404,416,417] are also included,
in particular those of PG. In details, the relaxation times of water in bulk ( [394,409-413])
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and in very different confining geometries are reported. Solid symbols regard Neutron
scattering, whereas the open ones deal with dielectric, Optical Kerr Effect (OKE), depo-
larized light scattering (DLS) and Nuclear Magnetic Resonance (rotational-NMR). The
following data are also shown: water confined in clay [103, 406], in sieve [407, 408], in
MCM-41 [97], in MCM-C10 [414], in MD simulation of MCM [415], DLS for water in
solution with glucose [418], and finally confined on the surface of MCM h = 0.11in an
experiment of quadrupole rotational NMR or deuterons T1 [419]. Next figure (Fig. 76),
in a log−lin plot, illustrates in an amplified scale the same data (τ vs. 1000/T ) reported
in the previous one (Fig. 75). In addition, neutron scattering data obtained in bulk
(incoherent [394] ad coherent [420]) and in hydrated lysozyme with h = 0.3 [201] are
reported.

Fig. 76. – The figure, in a log−lin plot, shows in an enlarged scale the same data (τ vs. 1000/T )
reported in the previous one (Fig. 75). In addition, neutron scattering data obtained in bulk
(incoherent [394] ad coherent [420]) and in hydrated lysozyme with h = 0.3 [201] are reported.

As it can be observed all the different experimental τ data of confined water show
the crossover. The lysozyme hydration water (h = 0.3, i.e. a single layer) has a behavior
that is coincident (within the experimental error) with the one of MCM sample with an
hydration level h = 0.11; by considering that for this latter sample h = 0.5 corresponds
to the fully hydration, h = 0.11 means that water molecules are just on the internal tube
surface. It must be noticed that the temperature trend, up to ∼ 250 K is practically
the same for confined and bulk water. There are however differences in the τ values, for
example the bulk water relaxation time measured by using dielectric relaxation differs of
about one order of magnitude from that measured with light probes (DLS and OKE),
whereas it seems that the NMR technique agrees with the neutron one. The reason of
these differences in the relaxation time lies in the used techniques: experiments that
probe the rotational motion (or the roto-translational) are more sensitive to those that
probe only the translational dynamics. In addition water confined around a surface
(lysozyme and MCM) has τ values slower of two orders of magnitude with respect to
light data. Regarding the differences between the τ data measured with the dielectric and
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the light scattering techniques, these are due to the fact that depolarized light scattering,
differently by dielectric spectroscopy, probes directly the HB time (or probability); in the
figure (Fig. 76) such a quantity obtained from the τ measured with dielectric relaxation
technique (GHz range) by considering the formation of the HB network in terms of
the percolation model [413] is also reported. Such a quantity, reported in the figure
76 as HB probability, is nearly coincident with the bulk light scattering data and with
those of the water glucose solution (measured with DLS) and of the bulk and the water-
LiCl solutions measured by using the OKE technique. These OKE experiments are of
particular interest because they are made in a bulk system: the H2O−LiCl solution at
the eutectic concentration of 6.82M can be easily supercooled up to ∼ 200 K [411]. In
the OKE experiments the relaxation time is measured from a stretched exponential decay
(similar non-exponential decay is observed in the liquid and supercooled bulk water [410]).
Since the techniques probes only the translational motion, the dynamical crossover is not
specially clear from the reported τ data, but it is found that the corresponding stretched
exponent decreases dramatically at T = 220 − 230 K, thus indicating an increasing in
heterogeneity of water in nano-scale pools.

Fig. 77. – A log−lin plot of the relaxation times (τ vs. 1000/T ) of hydration water of proteins
and on the surface of MCM-41 (h = 0.11); for comparison also the values measured in bulk
water are reported. Bulkdata are measured with DLS [412] and dielectric spectroscopy (in
the GHz and in the THz range) [409, 413]. Proteins hydration water data regard: Myoglobin
(rotational-NMR [421] and Neutrons [422]), Lysozyme (Neutrons [201]); and C-PhycoCyanin
(Neutrons [423]). Data of hydration water of MCM-41 nanotubes with different diameter at
h = 0.11 are also reported (Neutrons [419]). The dark blue curve represents the VTF law
obtained by fitting the dielectric data of bulk water, whereas the dark red dotted curve is the
VFT law corresponding to the fit of NMR data. Also in this case the dashed line represents the
TL value.
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For this bulk system (i.e. a system without confining constraints) the existence of
a dynamic crossover in this temperature range is indicated by a direct comparison of
the NMR self-diffusion data (Ds) and the corresponding measured macroscopic viscosity.
These latter results seem to confirm that the crossover is just a FSC and suggest that the
increasing, by decreasing T , in the water heterogeneities may be directly related with the
dynamical heterogeneities characterizing materials on approaching the dynamical arrest.

We go to the conclusion and show that the crossover is also a property of the pro-
tein hydration water by considering the relaxation times of the hydration water around
different biomolecules and comparing their temperature behavior with that of pure bulk
water (Figure 77). More precisely, Figure 77 shows, in a log−lin plot the relaxation
times (τ vs. 1000/T ) of hydration water of some proteins (lysozyme, Myoglobin and
C-PhycoCyanin), for comparison data for water on the surface of MCM-41 (h = 0.11)
and forn bulk water are also reported. Bulk data are measured with DLS [412] and
dielectric spectroscopy (in the GHz and in the THz range) [409,413]. Proteins hydration
water data regard: Myoglobin (rotational-NMR [421] and Neutrons [422]), Lysozyme
(Neutrons [201]); and C-PhycoCyanin (Neutrons [423]). Also data of hydration water of
MCM-41 nanotubes with different diameter at h = 0.11are reported (Neutrons [419]).
As it can be seen we have considered a VFT fit for the pure bulk data (dark blue curve)
and of the rotational NMR data of myoglobin hydration water (dark red curve). The dy-
namic crossover is evident in all the data but it is also very clear that before the crossover
(T > TL) the τ(T ) behavior as a function of the temperature is, within the experimental
error, coincident to that of bulk water (see e.g. the nearly identical two VFT curves).

Figure 78 reports the time-resolved mean square displacement (
⟨
x2(t)

⟩
vs. t) of

bulk water and of myoglobin hydration water (h = 0.4) measured by using neutron
scattering [421]. Each curve corresponds to a temperature in the range 180 < T < 320K.
The behavior of

⟨
x2(t)

⟩
vs. t depends by the diffusional motion,

⟨
x2(t)

⟩
= 2Dtγ , and

for γ = 1 the dynamics is purely Brownian, otherwise (γ ̸= 1) the dynamics becomes
fractal-like, i.e. with different probabilities to ”flight” from a cluster to another and with
different probability to be aggregated within a network.

Fig. 78. – The figure reports the time-resolved mean square displacement (
⟨
x2(t)

⟩
vs. t) of bulk

water and of myoglobin hydration water (h = 0.4) measured by using neutron scattering [421].
Each curve corresponds to a different temperature in the range 180 < T < 320K.
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Different
⟨
x2(t)

⟩
curves for the different T can be observed: for T = 180K the

⟨
x2(t)

⟩
curve is practically flat (γ ∼ 0, in the pico-second region) showing that water molecules
are trapped on the protein surface in its glass state. By increasing T a dynamical
change is observable for T > 220 K, and a further temperature increase corresponds to
a dynamical evolution versus the behavior of bulk water.
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